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Abstract. In this paper, we introduce a method of recognition numbers
and special characters of Vietnam sign language. We address a devel-
opment of a glove-based gesture recognition system. A sensor glove is
attached ten flex sensors and one accelerometer. Flex sensors are used
for sensing the curvature of fingers and the accelerometer is used in de-
tecting a movement of a hand. Depending on the hands postures, i.e.,
vertical, horizontal, and movement, sign language of numbers and special
characters can be divided to group 1, 2, and 3, respectively. . Firstly, the
hands posture is recognized. Next, if the hands posture belongs to either
group 1 or group 2, a matching algorithm is used to detect a number or
one of special characters. If the posture belongs to group 3, a dynamic
time warping algorithm is applied. The use of our system in recognizing
Vietnamese sign language is illustrated. In addition, experimental results
are provided.

Keywords: Recognition, Vietnamese sign language, Number, Special
Characters, Vituarl Reality Glove.

1 Introduction

There are about 360 millions of deaf people in the world, equivalent to 5% of
the total world population [17]. Most of deaf people are poverty because of
restricted educational opportunities and the poor communication. Today, re-
searchers are increasingly paying attention to construction tools translate sign
language - the language of the deaf, especially the field of investigation of hand
shape and gesture recognition because it is so useful in several applications, e.g.,
tele-manipulation, sign language translation, robotics [12], etc. In this paper, we
aim to develop a glove-based gesture recognition system that allows recognizing
Vietnamese sign language (VSL), performed by a user with a single hand, using
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a data glove as an input device. We focus on the classification and recognition of
gestures that represent Number and special characters of Vietnamese sign lan-
guage. Among the vast variety of existing approaches for hand shape and gesture
recognition, methods using sensing gloves have proven to be remarkably success-
ful [1][9]. A survey of glove-based system and their applications is presented in
[5]. Mehdi and Khan [11] used a sensor glove to capture the signs of American
sign language (ASL) performed by a user and translate them into sentences of
English language. In addition, artificial neural networks (ANNs) are used to rec-
ognize the sensor values coming from the sensor glove. ANNs have been used
for both (static) postural classification [4] and gesture classification [6][16]. A
data glove is used for recognition the Japanese alphabets [13], for the Chinese
language [3], etc. Vietnamese vocabulary is more complicated than English al-
phabet system because of more signs for VSL in comparison with ASL. Special
characters are only available in Vietnamese. Bui and Nguyen [13][15] created 22
fuzzy rules to classify Vietnamese sign language postures. They used a sensing
glove that is attached six accelerometers and a basic stamp microcontroller in
recognizing Vietnam number and special characters sign language. In this pa-
per, we aim to develop a glove-based gesture recognition system in which data
glove are used in classification and recognition numbers and special characters
in Vietnamese sign language. The glove has two main parts, i.e., sensors (flex
sensors and an accelerometer) and a system of data processing and communi-
cation. Firstly, the hands posture is detected. Depending on the hands posture,
i.e., vertical, horizontal, and movement, sign language of alphabets are divided
into group 1, 2, and 3, respectively. In the next stage, if the hands posture be-
longs to either group 1 or 2, a matching algorithm is used to detect a letter. If
the posture belongs to group 3, a letter is recognized by using a dynamic time
warping algorithm (DTW). The system of data processing and communication
(using microchip Atmega32U) handles data from sensors and then transfer re-
sults achieved to PC through USB port. Software running on a PC receives data
and then displays an animation of a gloves gestures and a letter recognized.
The paper is organized as follows: our data set and sensing glove are introduced
in Section 2. In Section 3, our recognition system of Vietnamese sign language
is described in detail. Experimental results are presented in Section 4. Finally,
conclusions are drawn in Section 5.

2 The data set and sensing glove

2.1 The data set

Our data set are numbers and specials character in Vietnamese sign language
(VSL). The numbers performances in Vietnamese sign language are different
to other such as: American (ASL), Chinines (CSL). The expressing numbers
in VSL, similar ASL and CSL with number 0 to 5, diffirent with number 6
to 9. Vietnamese alphabet system is more complicated than English alphabet
system because more signs are needed for VSL in comparison with ASL. Some
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Vietnamese typing tool as Unikey, if you want to type specail character, you
must use some letters: w, s, f, r, x, j or use number 1 to 9.

B ¢ b
%%%%@

Fig. 1. Numbers in America sign language.

ol
R

Fig. 2. Numbers in Vietnamese sign language.

Several specials character in Vietnamese are: acute (’), grave accent (*), ques-
tion mark(?), tilde (). They are only available in Vietnamese.
In this paper, we are going to assess on dataset a list of the following : 0, 1, 2,
3,4,5,6,7, 8,9 and acute (), grave accent (‘), question mark(?), tilde ().

2.2 A sensing glove

The use of the sensor has been presented in [8]. Our sensing glove has two main
parts, i.e., sensors (ten flex sensors and one accelerometer) and a system of data
processing and communication. There are two flex sensors in one finger. Sensors
are fixed in one point then they can move when fingers bent. An accelerometer
and a system of data processing and communication (microchip Atmega32U is
used) are assembled in one small board that can be immobilized with a users
wrist. Flex sensors are passive resistive devices that can be used to detect bend-
ing or flexing. Flex sensors are analog resisters and work as analog voltage di-
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viders. Inside the flex sensor are carbon resistive elements within a thin flexible
substrate. When the substrate is bent, the sensor produces a resistance output
relative to the bend radius. An output of a flex sensor is an analog. Ten outputs
of flex sensors are connected to ten ADC channels of microchip Atmega32U.

Fig. 3. X-Y-Z axis of an accelerometer in which the X-axis coincide with the direction
of a hand, the Z-axis is taken to be vertical when the hand is in the horizontal plane,
and g is a gravitational acceleration vector.

Here, we use an accelerometer, i.e., ADXL345. A function block diagram of
ADXL345 is shown in [8]. The ADXL345 is a small, thin, low power, three-
axis accelerometer with high resolution (13-bit) measurement up to 16g. The
ADXIL345 is well suited for mobile applications. It measures the static accel-
eration of gravity in tilt-sensing application, as well as dynamic acceleration
resulting from motion or shock. Digital output data is formatted as 16-bit twos
complement and is accessible through either a SPI (3- or 4-wire) or 12C digi-
tal interface. Fig. 3 depicts X-Y-Z axis of an accelerometer in which the X-axis
coincide with the direction of a hand, the Z-axis is taken to be vertical when
the hand is in the horizontal plane. An accelerometer returns magnitudes of the
projection of vector g to X-Y-Z axis, respectively. These digital output data is
accessible through a SPI of Atmega32U.

3 Recognition of Vietnamese numbers and special
characters sign language

In this Section, we present our algorithm for classification and recognition of
Vietnamese numbers and special characters sign language. The data set that
we selected can be divided to three groups depending on the hands postures: i)
Group 1: when the hands posture is vertical, which consists of the postures of
numbers, i.e., 0, 1, 2, 3, 4, 5, 6, 8 and 9. ii) Group 2: when the hands posture is
horizontal, i.e., 7. iii) Group 3: when the hand makes a move, which consists of
the postures of letters, i.e., acute (*), grave accent (*), question mark(?) and tilde
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(). An accelerometer returns values of the projection of a gravitational acceler-
ation vector, g, to 3-axis acceleration sensor. Let (Ax, Ay, Az) be magnitudes
of the projection of vector g to X-Y-Z axis, respectively. Let S be a vector of 13
measurement parameters from sensors attached on the glove and is denoted by:

S = [fi1 f12 fa1 foz fa1 fs2 far faz for fs2 Au Ay AZ]T

where i =1,5

are values measured from two flex sensors attached on finger i, starting from
a thumb to a little finger. Based on signals from sensors attached on the glove,
our system recognizes Vietnamese alphabet sign language by a user with a sin-
gle hand, using the data glove as an input device. Here, flex sensors are used
for sensing the curvature of fingers and the accelerometer is used in recogniz-
ing the movement of a hand. Firstly, the hands postures are divided into three
groups. Next, if the posture belongs to either group 1 or group 2, the match-
ing algorithm is used to detect a letter. Given a sampling measurement vector,
we calculate a list of errors between the sampling measurement vector and a
template vector of each letter belonging to group 1 (or group 2). An output is
a letter corresponding to a letter that has the smallest error in the list. If the
posture belongs to group 3, the DTW is applied to detect a letter. DTW is an
algorithm for measuring similarity between two temporal sequences which may
vary in time or speed. Here, DTW is used to find an optimal alignment between
the sequences of movement of the hand and the sequences of template movement
of sign language of letters under certain restrictions. Our algorithm scheme for
classification and recognition is presented in Fig. 6.

3.1 Classification

Assuming that we have n sampling measurement vectors that are recorded con-
tinuously from time t0 to tn, Tt, t = [t0,t1,,tn]. The variance of Ax is determined
as follows:

1 t+n — 2
Var(A;) = Ezh:t (AZ - Ax) (1)
where A, is the expected value, i.e.,
_ 1 t+n h
P T ®

If the variance of Ax, , is large than constant , the hand is movable. If the
variance of Ax is smaller than , the hand is immobile and the hands posture is
determined as follows:

Horizontal if A, € (—60, 0]
Hand's posture = | Vertical if A, € [—137, —100] (3)
NULL Otherwise

In this paper, n = 8, =3. Fig. 5 presents an example of the hands postures
depending on the values of Ax.
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P ~ | A | =

acute grave accent guestion mark tilde

Fig. 4. An example of the hands gestures corresponding to special charactes of the
Vietnamese sign language.

Ax>-60  Ax<-100 Ax=0

Fig. 5. The hands postures depending on the values of Ax.

3.2 Recognition

+ If the hand is immobile, we use the template matching method to detect a
letter for both cases: the hands posture is vertical or horizontal. Here, we do not
use parameters of an accelerometer because it is used for the classification stage.
Let T" = [fly fi f51 2 f5 f5 fii fio 31 f52 000" be a template vector of
letter k-th in group 1, where is the number of letters in group 1 Z-’?-, i€ll,b],j€
[1,2] is the value measured from a flex sensor. Let be a sampling measurement
vector at time t and is denoted by S? be a sampling measurement vector at time

t and is denoted by
St = [f1t1 f1t2 f2t1 thQ f?fl f§2 fil fiQ f5tl f5tQ Atx AZ AZ}T (4)
Let Ay be the error of St and T* and is calculated as follows:

A i Zie[1,5],je[1,2] (fztj - z];)
thk = 10 (5)

argk [mljl\r[l ]At,k is calculated and then return letter k-th in group 1. The
€1, Nou

recognition of letters in group 2 is performed similarly. If the hand is movable,
the DTW is applied to recognize a letter. Let S™ = (SY,...,S™) be a set of n
sampling measurement vectors from time ¢ tot,,, where is a measurement vector
at time ¢ € (to,tn)
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Flex sensors,
accelerometers

—

Sampling
measurement vectors

A4
Group 2 Template DTW
matching

output output

Fig. 6. An algorithm scheme for classification and recognition of Vietnamese numbers
and special characters sign language.

S' = [fl1 fla for foo f1 f2 fia flo fo1 fo AL A} ALY (6)
Let Thm = (Tk10  Tktm) | =1 .. Ngs, be a set of m template vectors
from time ¢y tot,, where is a template vector at time ¢t € (¢o,t,) of letter k-th
in group 3, where N¢3 is the number of letters in group 3.
kit _ ekt ekt ekt gkt pkit ekt kit pkit ekt kit akt akt Ak41T
TY =117 13 [l fa3 f3i S5 fait fus' fsi fss Ag” Ayt A7 (7)

Let A(z,y) be the error ofS* and T*Y | x € (to,t,) .y € (to,tm) and is
calculated as follows:
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Dicpsljema \ i — i
Alw.y) = 10( ) ®

Without lost of generality, assuming that t=1, we have x = 1,n and y =
1, m. Time-normalized distance is determined as follows:

an rak.m gn,m
D@,Th):z%j% 9)

where g(n,m) is calculated recursively as follows:

g(1,1) = A(1,1)
g(xﬂ 1) = g(SC -1, 1) + A(SE, 1)
g(Ly) =g(l,y — 1)+ A(l,y)

9(z,y —1) + Az, y)
g($ - ]-7y - 1) + A((E,y)

Finally, arg min D(S",T5™) is calculated and then return letter k-th in
ke(l, Ncs]

group 3.

4 Experimental results

In this Section, the use of our system in recognizing Vietnamese numbers and
special characters sign language is illustrated. We developed a soft-ware running
on a PC in which an animation of the sensing glove and a character detected are
shown. Several samples are tested for each letter of the Vietnamese alphabet.
Precision rates of sign language recognition for letters are shown in Table 1. The
testing process includes steps: Step 1: We had sign language expert that wear
Virtual Reality Glove. Her hand movements under the sign language on our data
set. Step 2: Our group monitoring process on step 1. Based on that we get 50 data
types for each symbol is labeled. Data for samples run through the algorithm
to obtain the labels. Step 3: Calculated% of the results obtained, coinciding
with the label is correct, the difference with the wrong label available. Thus
producing the results in table 1. Several characters are recognized with precision
rate 100%, i.e., 2, 3, 4, 5, 7. Four characters, i.e., acute (’), grave accent (),
question mark(?), tilde () in category 3, have low precision rates because the
hand is rotated around Z-axis.
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Table 1. Precision rates of sign language recognition for numbers and special characters
of Vietnam sign language

Character Testing number | Precision number | Precision rate (%)

1 50 48 96

2 50 50 100

3 50 50 100

4 50 50 100

5 50 50 100

6 50 43 86

7 50 50 100

8 50 45 90

9 50 47 94

0 50 46 92
grave accent 50 30 60
acute 50 34 68
question mark 50 35 70
tilde 50 32 64

5 Conclusion

In this paper, we focus on recognition numbers and special characters in Viet-
namese sign language. We design our system using a data glove that is attached
ten flex sensors and one accelerometer. The recognition process has two stages,
i.e., recognizing the hands posture and detecting numbers and special characters,
respectively. Depending on the hands posture, either the matching algorithm or
the DTW is used to detect a letter. The utility of our system in recognizing Viet-
namese sign language is demonstrated. Precision rates of sign language recog-
nition are reported. In future works, we aim to extend our glove-based gesture
recognition system for complicated vocabulary in Vietnamese. In the future, we
plan to develop the identification system is a large set of signs commonly used
in Vietnam sign language. Thereby creating a complete system for the deaf aid.
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Abstract. Sign languages are natural languages with their own set of gestures
and grammars. The grammar of Vietnamese sign language have significantly
different features compared with those of Vietnamese spoken / written
language, including the shortening, the grammatical ordering, and the emphasis.
Natural language processing research on Vietnamese sign language including
study on spoken / written Vietnamese text shortening into the forms of
Vietnamese sign language is completely new. Therefore, we proposed a rule-
based method to shorten the spoken / written Vietnamese sentences by reducing
prepositions, conjunctions, and auxiliary words and replacing synonyms. The
experimental results confirmed the effectiveness of the proposed method.

1 Introduction

The deaf communities in the world mostly communicate by performing gestures.
The common used gestures were converted to sign languages since 18" century. After
that, the sign languages have developed gradually and recognized as the official sign
languages of the deaf communities of the countries. The sign language used by the
deaf community of Vietnam is Vietnamese Sign Language (VSL).

Although sign languages share many similarities with spoken languages, there are
some significant differences between sign and spoken / written languages in grammar
and linguistic properties. As a result, VSL as well as other sign languages are natural
languages with their own set of gestures and grammar. For instance, American Sign
Language (ASL) has its own grammar system (its own rules for phonology,
morphology, syntax, and pragmatics), separate from that of English [1].

Sign language translation (SLT) is the system translating written text to signs or /
and signs to text. The adult deaf are quite easy to show what they mean to normal
hearing people after their practice of sign and body languages every day. However,
normal hearing people are very difficult to show their ideals to the deaf since they are
rarely use body and sign languages. As a consequence, it seems that the translation
side from text to signs is more helpful for the deaf than the side from signs to text.

Since sign languages are natural languages with their own grammar and linguistic
properties, SLT requires researches in natural language processing (NLP). However,



there are just a few NLP researches in SLT in the world [2-6]. Especially, NLP
research on VSL and Vietnamese SLT is completely new.

In [5], Humphries mentioned that shortening is one of the most important
characteristics in ASL. What this means is text shortening is a critical step in NLP
researches for SLT.

One recent research of Gouri Sankar Mishra and his colleagues proposed a NLP
system to translate spoken English to Indian Sign Language (ISL) as shown in Figure
1, including a text shortening method as shown in Figure 2 [3]. The translation model
follows a rule-based method in which a parser is used to parse the full English
sentence and a dependency structure is identified from the parse tree. This structure
represents the syntactic and grammatical information of a sentence. The shortened
ISL sentence is generated from a bilingual ISL dictionary and a wordnet. From this
shortened ISL sentence the corresponding ISL signs are displayed.

English simple sentence

!

Text
parsing

Minipar
Parses

Morphological

LFG Representation — Analyzer

A\ 4

ISL Sentence /
Generation A

Bilingual
ISL Dictionary

Fig. 1. Prototype machine translation system for ISL [3].
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Fig. 2. : The architecture of the translation model for ISL [3].

Since NLP research on VSL and Vietnamese SLT is completely new, this paper
proposed a method of spoken / written Vietnamese text shortening for Vietnamese SLT.

2 Linguistic fundamentals of the text shortening characteristic in VSL

VSL in the normal communication among the Vietnamese deaf has some basic
characteristics. In [7], people show three most important characteristics of VSL. The
first one is the shortening characteristic, in which the sentence of VSL is shorter than
the sentence of the spoken / written Vietnamese language caused by the reduction of
the prepositions and auxiliary words in the sentence. The second one is the
grammatical ordering characteristic, in which grammatical ordering in VSL is
different with that of spoken / written Vietnamese. The third one is the limited
vocabulary characteristic of VSL. This characteristic is originated from the limited
cognitive of the deaf. In [8], people show that there are three features in VSL,
including the shortening, the grammatical ordering, and emphasis. The reduced
components in VSL sentences are prepositions, conjunctions, and auxiliary words.

Table 1. Some examples of text shortening

Full sentences in spoken Vietnamese language Reduced sentences in VSL
(in Vietnamese) (in Vietnamese)
Viét bang but chi Viét bang bt chi
T6i va anh di hoc Toi -va anh di hoc
Anh an chao hay an com? Anh an chédo -hay an com?
Mic dau troi mua, t6i van di hoc Mae-dau troi mua, toi van di hoc
L4y ho chi quyén sach Lay -6 chi quyén sach




Based on the characteristics of meaning and location appearing in the sentences,
auxiliary words in Vietnamese can be divided into the following categories:

- Stressed auxiliary words: These words are used to emphasize words, phrases or
sentences that accompany them. They are preceded by words or phrases that need
emphasis. These are several Vietnamese words such as: ca, chinh, dich, dung, chi,
nhitng, dén, tan, ngay,...

These are some examples of stressed auxiliary words in Vietnamese:

+ Hai ngay sau, chinh mot sé canh sat di giai anh di t6i hom trude lai quay vé nha
thuong Chg Quén (Tran Dinh Vén)

+ N6 mua nhirng tam cai vé

+No6 lam viéc ca ngay 1&.

- Modal auxiliary words: These words are used to express emotions, moods, or
attitudes. These words often indicate the purpose of the sentence (ask, order, exclaim
...). They stand at the end of the sentence to express the doubt, urge or exclamation.
They also reveal the attitude or the feelings of the speaker, the writer. These are
several Vietnamese words such as: a, u, nhi, nhé, chur, vay, dau, chang, u, a, ha, hu....

These are some examples of modal auxiliary words in Vietnamese:

+ Chung ta di xem phim nhé?
+ Pa bdo ma!
+ Troi ¢ mua dau?

- Exclamations words: These are words that directly express the emotions of the
speaker. They cannot be used as emotional names, but as indications of emotions.
They cannot be official part of a phrase or sentence, but can be separated from the
sentence to form a separate sentence. They are often associated with an intonation or
gesture, facial expressions or gestures of the speaker. Exclamation words can be used
to call or answer (o1, vang, da, bém, thua, 1r,...), can be used to express feelings of joy,
surprise, pain, fear, anger,... (6i ! troi oi, 0, ; Ua, kia, ai, 6i, than 61, hoi 61, eo 01, 61
gioi 0i,...). It can be said that exclamations words are used to express sudden, strong
emotions of different types.

A text shortening algorithm involves grouping the above components into a dataset
that is compared to the original text in the shortening process. With the linguistic
bases analyzed above, we proposed a rule-based shortening method as present below.

3 The proposed text shortening method

The core ideal of the text shortening method proposed in this paper is the use of a
vocabulary of all removable words in VSL including prepositions, conjunctions and
modal auxiliary verbs.

Our currently VSL dictionary contains about 3000 words where each word
corresponds to a distinct sequence of sign gestures. The number of words and phrases
in this VSL dictionary is much smaller than that in spoken / written Vietnamese
dictionary. The words appeared in Vietnamese dictionary but reduced in VSL
dictionary are not only prepositions, conjunctions and modal auxiliary verbs but also
synonyms. Therefore, in the proposed method, if words or phrases appeared in



Vietnamese dictionary but not in VSL dictionary, corresponding synonyms are
searched in the VSL dictionary also.

The proposed method is described in Fig. 3 and explained step by step as follows:

Step 1. Use Vietnamese word segmentation with parsing tool Bikel, Vietnamese
treebank, and VSL dictionary in the preprocessor to return the list of words and
phrases.

Step 2. Find the labels of words and phrases.

- If the words and phrases are not found in the VSL dictionary, we find the
corresponding synonyms and find the labels again.

- If the results are found, we move to Step 3, else we move to Step 4.

Step 3. Shorten the sentence by reducing the words or phrases with labels as
prepositions, conjunctions and modal auxiliary verbs. Then, return the shortened
sentence.

Step 4. Insert unfound words and phrases to a database. In the next steps for
building a full VSL translator, each word or phrase in this database will be performed
by pronouncing.

wards

input data

Find for
labels of words
and phrases

YEST

No |Find Synonym. Mo Found

Found or not? or not?

List of |I
phrases

Pending Added words, Yes
data set 4— | phrases notfound to
pendingdata set

Sentence wores|  Labed
satisfactor

S

i '
S

Generatesa

—
reduced sentence [* Shortened

Pharases Labe

Fig. 3. Systematic diagram of the proposed method



4 Experiment Results

4.1 Evaluation method

BLEU is a method to evaluate quality of the documents automatically translated
my machine, proposed by IBM in 2002 [9] and used as the primary evaluation
measure for research in machine translation in [10]. The original ideal of the method
is to compare two documents automatically translated by machine and manual
translated by linguistic experts. The comparison is performed by statistical analyzing
the coincidence of the words in the two documents that takes into account the order of
the words in the sentences using n-grams. Specifically, BLEU scores are computed by
statistically analyzing the degree of coincidence between n-grams of documents
automatically translated by machine and the ones manual translated by high-quality
linguistic experts [11].

BLEU score can be computed as follows [11]:

score = exp{i w, log(p;) — max(tfef —1,0} (1)

i=1 tra

SR
_
Pi_ZNT].
]

- NR;: the number of n- grams in segment j in the reference translation (by
experts) with a matching reference co-occurrence in segment

- NTj: the number of n- grams in segment j in the translation (by machine)
being evaluated.

- wi= N

- Ler the number of words in the reference translation (by experts) that is
closest in length to the translation being scored.

- Lua: the number of words in the translation (by machine) being scored.

The value of score evaluates the correlation between the two translations by
experts and machine, computed in each segment where each segment is the minimum
unit of translation coherence. Normally, each segment is usually one or a few
sentences. The n-gram co-occurrence statistics, based on the sets of n-grams for the
test and reference segments, are computed for each of these segments and then
accumulated over all segments. BLEU’s output is always a number between 0 and 1.
This value indicates how similar the candidate text is to the reference texts, with
values closer to 1 representing more similar texts.

4.2 Evaluation results
We built a VSL dictionary with 3000 words and phrases. For evaluation, we used

200 simple sentences extracted from on the textbooks used in the schools for deaf
children. After being translated (shortened) by using the proposed method, we



computed the BLEU scores between the translated sentences and the corresponding
ones conducted by one expert in VSL.

The results of computed BLEU scores are shown in Fig. 3. The ratio of sentences
correctly translated by using the proposed method (corresponding with BLEU score is
one) is 97.5%. A few sentences incorrectly translated is caused by semantic ambiguity
will be solved in our future researches.

Table 2. BLEU scores

senlt]:nce Linput | NR; | NTj | Luer | Lira l;]fr[ej
1 5 7 [ 7 1 3 | 3 | 1000

2 5 [ 12 [ 12 | 4 | 4 | 1.000

3 § | 15 15 6 | 6 | 1000

4 9 [ 26 [ 20 | 9 | 7 | 07515

5 5 [ 14 | 14 5 | 5 | 1.0000

99 7 122 [ 16 | 7 | 6 | 08465
100 | 8 | 24 | 24 | 8 | 8 | 1.0000
199 | 7 [ 23 [ 23 7 | 7 | 1.000
200 | 6 | 131181 5 | 6 | 09762

5 Conclusions

NLP research on VSL and Vietnamese SLT is completely new. It is know that
shortening is one of the most important features of VSL. In this paper, we proposed a
rule-based method to shorten the spoken / written Vietnamese text into VSL forms by
reducing prepositions, conjunctions, and modal auxiliary verbs and replacing
synonyms. The experimental results show that the proposed method is efficient.

In the next researches, we will continue to study other issues on VSL and
Vietnamese SLT.
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Some issues on syntax transformation in Viethamese sign
language translation
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Abstract

Sign languages have their distinct syntax and grammar
characteristics. In this paper, we summarized linguistic
rules in syntax of Vietnamese sign language and proposed
a rule-based algorithm for syntax transformation in
Vietnamese sign language. The experimental results show
that the proposed algorithm is efficient and useful for
building automatic Vietnamese sign language translation.
Key words:

Vietnamese sign language, syntax transformation, sign language
translation.

1. Introduction

Sign language is the daily language for the deaf performed
by using unified hand gestures. Sign languages have been
developed in several centuries and recognized as official
languages with distinct vocabularies and grammars.

There are some translation services and products built to
assist the deaf communicating with normal hearing people.
The cores of these systems are the syntax transformation
algorithms.

One of the most successful sign language translation
systems up to now is the ViSICAST for English [1]. This
system uses an algorithm called as Head-driven Phrase
Structure Grammar (HPSG) to convert English written
documents into English sign language documents. The
core of this system is the use of syntax analysis system
CMU to analyze input English documents, and then
transform them to correspondent English sign language
documents by using declarations in Prolog [1].

TEAM project [2] is an American Sign Language (ASL)
translation using other algorithm called as Synchronous
Tree Adjoining Grammar (STAG). This system uses a
bilingual dictionary between spoken / written English and
English sign language [3]. This system also uses a syntax
transformation in which input English sentences are
analyzed and transformed.

The research in [4] aims to design a statistical machine
translation from English written text to ASL. The system
is based on the use of Moses tool with some modifications

Manuscript received May 5, 2017
Manuscript revised May 20, 2017

and the results are synthesized through a 3D avatar for
interpretation.

Source: Are  you deaf 7

Target: deaf you ?

a:{1—3; 2—1; 2—2;4— 4}

Fig. 1 Examples of IBM defines the translation probability for an
English sentence.[4]

One recent research in [5] also proposed a translation
between spoken / written English into Indian Sign
Language (ISL). The objective of this work is to design a
translation machine which can translate English text to ISL
glosses. This approach is based on statistical machine
translation for ISL by using a corpus. The corpus is
prepared by collecting glosses and sentences used in
Indian Railways for announcement and conversation in
public assistance counters.

Sign : NAYA: ABHI: BACHA: ISKU: L SIKHA: NA:
ISL Gloss: new now child school teach
English : The new (thing is that) children are now taught (sign
language) at school.’
Sign : PAHLE SIKHA: NA: MUSKIL.
ISL Gloss: before teach difficult
English : “(Signs) were not taught before; (it was too) difficult.”
Sign : ABHI: SURU: BACHA: SIKHA: NA:
ISL Gloss: now begin child teach
English : ‘“Now they have started to teach the children.’

Fig. 2 Examples of English to ISL gloss translation [5].

Language grammars are complex issues and largely
different between languages. Therefore, researches on
ASL or ISL cannot be directly applied for Vietnamese sign
language (VSL). Therefore, in this paper, we proposed a
syntax transformation algorithm applied in VSL
translation system.
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2. Linguistic fundamentals of Vietnamese sign
language

One of three most important features of VVSL is the syntax.
The syntax of VSL has distinct rules and is different with
those of Vietnamese spoken / written language [6]. In this
section, we present fundamental syntax rules of VSL.

2.1 Sentence forms

- Simple sentences:

The structure of spoken / written Vietnamese language is
Subject — Predicate — Object. However, the structure of
VSL is Subject — Object — Predicate.

Table 1: Simple sentence

293

- Negative sentences:

Viethamese has different types of negative sentences
including full negative sentences and partial negative
sentences.

In Viethamese spoken / written language, verbal negatives
in partial negative sentences precede the main verbs.
However, in VSL, negative words always follow verbs and

locate at the end of the sentence.

Table 3: Negative sentence forms

Vietnamese Spoken /
Written Language

Vietnamese Sign
Language

Vietnamese Spoken /
Written Language

Vietnamese Sign
Language

Subject — predicate

Subject — object

Structure — negative word — predicate —
— object negative word
Example in Cuong khong an Cuong tao an
Vietnamese tao. khong.

S Subject — Subject — object
tructure - . .
predicate — object — predicate
Example in AL o, A A s o
Vietnapmese C0 ay an tao C0 ay tao an

- Question sentences:

The structure of Vietnamese spoken / written sentences
and Vietnamese sign sentences are completely different.
There is no need to use words Yes / No in yes-no VSL
questions. Instead of that, the expression on the face can
be used to show the state of question sentences.

In Vietnamese spoken / written language, the positions of
ask words in question sentences are not fixed. However, in
VSL, ask words are always at the end of the sentences.

Table 2: Question sentences

2.2 Word orders

The word orders of Viethamese spoken / written language
and VSL have significant differences as shown in Table 4

Vietnamese Spoken Vietnamese Sign
/ Written Language Language
Subject — ask Object — predicate
Structure | words — predicate | — subject — ask
— object? words
Example Al an tao? T4o an ai?
Subject — Subject — object
Structure predicate — ask — predicate — ask
words — object? words?
Examplein | Cuong an may qua | Cuong qua tio an
Vietnamese tao? may?

and 5.
Table 4: Nouns and numerals
Vietnamese Spoken / Vietnamese Sign
Written Language Language
Structure Numeral — Noun Noun — Numeral
Example in L i .
Vietnamese Hai qua tdo Qua t4o hai
Table 5: Verbs and negative words
Vietnamese Spoken / Vietnamese Sign
Written Language Language
Negative word — Verb — negative
Structure
verb word
Example in Ao X N
Viethamese Khong an An khong

3. Building rule-based syntax transformation

trees

Based on the linguistic fundamentals of VSL, we built
rule-based syntax transformation trees as the following.
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=Simple sentences™ <Simple sentences>
<Subject> <Predicate > |::> <Subject> < Pradicate >
/ /\
<Noun> <Verb=> <Object > <Noun> < Object > <Verb>
AN
<Noun> <Adjective> “Noun>  <Adjective™
| | | |
Me niu com ngon Me com ngon ndu

Fig. 1 Structure of syntax tree transforming simple sentences

<Negative sentences™ <Negative sentences™

AN = T

<Subject> <Negative word>  <Predicate>  ~ oubject™ <Predicate> <Negative word>

e N RN

<Noun> <Werh= “Noun=> < Noun> =verb> “Noun=

tio Bé an tao khéng

Bé khéng an

Fig. 2 Structure of syntax tree transforming type 1st negative sentences

<Negative sentences™> <Negative sentences>
< Subject > < Predicate > < Subject > < Predicate >

| N | TN

<Nout>  <Verb> <Negative word>

B6 khéng an B5 in  khing

“Noun> <Negative word>  <Verb=

Fig. 3 Structure of syntax tree transforming type 2nd of negative sentences

<Question sentences> <Question sentences>

%\E>

. ) . <QObject> < Predicate> < Subject >
< Subject > < Predicate> <Object > Iee .

<Noun> “Verh= <Ask word>
“Verb> <Noun=
<Ask word> €

Al in tao Tao in al

Fig. 4 Structure of syntax tree transforming type 1st of question
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<Question sentences® |:> <Question sentences>

< Subject> <Predicate™ <Askword> <Object> < Subject> =Object> <Predicate> <=Ask word>

<Noun= <Verb> =Noun=> <Noun> <Verb>  <Noum>

Ban

Ban in bao nhiéu tao tao bao nhiéu

B

Fig. 5 Structure of syntax tree transforming type 2nd of question

< Simple sentences> < Simple sentences>
< Subject > = Predicate = = S‘-Tj ect > < Predicate >
<Noun>  <Verb> <Numeral> <Noun> <Noun> <Numeral> <Noun> <=Verh>
I |
Téi in hai qua tao Téi hai  quitio an

Fig. 6 Structure of syntax tree transforming sentences with numerals

4. Proposed syntax transformation algorithm

Input spoken‘written sentence

Based on the above syntax transformation trees, we
proposed a rule-based syntax transformation algorithm for

Analyze grammar structure

. . No
VSL as shown in Fig. 7. v Yes
Label words and [ Found or
phrases not?
Is all labeled? Find synonyms
in V5L
dictionary

Search sentence structure in
accordance with syntax

Found or
not?

Ne
Yes

Syntax transformation

Fig. 7 Syntax transformation algorithm for VVSL translation
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5. Experiment Results
5.1 Evaluation method

BLEU is a method to evaluate quality of the documents
automatically translated my machine, proposed by IBM in
2002 [7] and used as the primary evaluation measure for
research in machine translation in [8]. The original ideal of
the method is to compare two documents automatically
translated by machine and manual translated by linguistic
experts. The comparison is performed by statistical
analyzing the coincidence of the words in the two
documents that takes into account the order of the words in
the sentences using n-grams. Specifically, BLEU scores
are computed by statistically analyzing the degree of
coincidence between n-grams of documents automatically
translated by machine and the ones manual translated by
high-quality linguistic experts [9].

BLEU score can be computed as follows [11]:

score = exp{ZN: w; log(p;) — max(ll:ref _1,0} (1)

i=1 tra

2. NR;

- ]

' Z}_“NTj
- NRj: the number of n- grams in segment j in the
reference translation (by experts) with a matching
reference co-occurrence in segment
- NT;j: the number of n- grams in segment j in the
translation (by machine) being evaluated.
- Wi= N1
- Les: the number of words in the reference
translation (by experts) that is closest in length to
the translation being scored.
- Lua: the number of words in the translation (by
machine) being scored.
The value of score evaluates the correlation between the
two translations by experts and machine, computed in each
segment where each segment is the minimum unit of
translation coherence. Normally, each segment is usually
one or a few sentences. The n-gram co-occurrence
statistics, based on the sets of n-grams for the test and
reference segments, are computed for each of these
segments and then accumulated over all segments. It is
clear that the smaller the score, the better the co-
occurrence statistics.

5.2 Evaluation results

We built a VSL dictionary with 3000 words and phrases.
For evaluation, we used 200 simple sentences extracted

from on the textbooks used in the schools for deaf children.

After being translated (shortened) by using the proposed

method, we computed the BLEU scores between the
translated sentences and the corresponding ones conducted
by one expert in VSL.

The results of computed BLEU scores are shown in Fig.7.
The ratio of sentences correctly translated by using the
proposed method (corresponding with BLEU score is zero)
is 97.5%. A few sentences incorrectly translated is caused
by semantic ambiguity will be solved in our future
researches.

Table 5: BLEU Score

ID sentence | Linput | BLEU Score
1 5 1.000
2 3 1.000
3 7 0.253
4 5 1.000
196 6 0.2778
197 7 1.000
198 5 0.5250
199 4 1.000
200 3 1.000
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Ung dung mé hinh dich may Transformer trong
bai toan dich ty dong ngon ngir ky hiéu Viét Nam

Nguyén Thij Bich Diép
Truong DH Cong nghé Thong tin va Truyén Thong
bPai hoc Thai Nguyén
Thai Nguyén, Viét Nam
ntbdiep@ictu.edu.vn

Tom tit: Dich may 1a mot bai toan dwge quan tim tir
nhitng nim 50 cho dén nay. Céc md hinh dich phat
trién khéng giéi han linh vue. Dich tw dong ngén ngir
ki hi¢u Viét Nam la m{t bai toan méi véi ngon ngir it
tai nguyén do nhig dic diém ca phip cia né.
Transformer la mgt mé hinh dich hoan toan chi dua
vao ki thuit self-attention cho phép thay thé hoan toan
kién triic hdi quy ciia mé hinh RNN bing cic mé hinh
két ndi diy dii voi cac 16p trude 16p An. Viée ing dung
md hinh dich may Transformer véi bai toin dang dé
xuét 1 mét phwong phap phit hgp mang lai két qua
kha quan. (4bstract)

Tir khoa: Tri tué¢ nhan tao; Xi Iy ngén ngir tu nhién;
Dich may; mé hinh Transformer; ngoén ngir it tai
nguyén; ngoén ngir ky hiéu Viét Nam.

I.  GIOI THIEU BAI TOAN

Ngon ngit ky hi¢u da trdi qua nhiéu thé ky hinh
thanh va phat trién trén thé gi6i va da duoc khang
dinh day la mét ngon ngit thuc thy co hé théng tir
vung va ngit phap riéng nhu bat cir mot ngon ngir
thong thu'(mg nao. Diém khéc biét cua ngoén ngit ky
hi¢u so v6i ngdn ngir ndi thong thudng la n6 Ja ngdn
ngu tuong hinh dya trén céc biéu dlen chuyen dong
clia ban tay, co thé, va sic thai bidu cam cua khuén
mit. Nho sy phat trién cua khoa hoc cong nghg, hién
nay trén the gidi da va dang nghién ciru phat trién va
dua ra nhiéu dich vu thong dich va san pham cong
nghé nham hd tro nguorl khiém thinh trong giao tiép
xa hoi. Trong d6 viéc nghién curu phuong phap dich
tw dong ma trong tam la chuyén ddi cu phap ding
trong ngon ngit ki hi¢u la van dé duoc cdc nha
nghién ctru vé ngén ngit tw nhién trén thé gidi dac
biét quan tam.

Mot trong nhimmg hé théng dich tu dong thanh
cong nhét hién nay la chuong trinh dich ViSiCAST.
Pay 1a cong cu dé dich tir tiecng Anh sang ngon ngir
ki hiéu Anh. Hé théng nay st dung HPSG (Head-
driven phrase structure grammar) dé thé hién van
ban tiéng Anh thanh ngén ngir ki hiéu Anh (BSL).
N6 la mot phan cta du 4n VisiCast cta lién minh
Chau Au. Hé thong nay cling dugc coi la phuong
tién nghién ctru dé dich sang ngén ngir ki hiéu tiéng

brrc hodc tiéng Ha Lan, tuy nhién hi¢n nay khd nang
d6 van chua thé thyc hién duge. Phuong phap tiép
can ¢ chuong trinh dich ndy la str dung bd phén tich
ci phép lién két CMU dé phan tich mét vin ban
tiéng Anh dau vao, sau d6 sir dung cic quy tic ch
phap khai bao Prolog dé chuyén dbi cu phép. Trong
qué trinh dich & pha dau tién, cac nguyén tac Phrase
Structured Head Driven dugc su dung dé tao ra dai
dién ngén ngi ki hi¢u. Mot lugc dd ma hoa cac ngdn
ngit ki hidu dugc yéu ciu dé bleu dién [1].

Dy 4n TEAM 1a mot hé thdéng dich tir vin ban
sang dang ng6n ngir ki hiéu My st dung ki thuét cay
ddng bo ngir phap lién ké (STAG - Synchronous
Tree AdJ01n1ng Grammar) [2]. Diu tién tir mot vin
ban nguon st dung ki thudt dé chuyén sang dang chu
triic cu phéap ctia ASL. H¢ thong duy tri mot von tir
vung song ngit dé x4c dinh mot cap tr mg v6i mot
tir tiéng Anh va mét tir trong ngdn ngit ki hidu. Két
qud cua mdt mo dun ngdn ngit la mot tir trong ngbn
ngu’ ki hiéu duoc the hién bing vin ban [3]. Két qua
ctia mft mo dun téng hop 1a hinh anh thé hién ngén
ngit ki hi¢u bang mot mo hinh con ngudi. Mac du
cach tlep can TEAM c6 vé gidng nhu mét kién tric
tryc tiép vi né nhu 13 mot ban dd tir tir ngit sang
dang ki hi¢u, nhung thuc ra n6 1a mot cich tiep can
chuyén ct phap. Vin ban tiéng Anh ddu vao can
phai dugc phén tich véi trinh phan tich ca phdap TAG
trong qud trinh dich va thong tin v& ¢t phap s& gitp
hudng dan qué trinh tim kiém tir vung song ngu
"Quy tic chuyen tiép" trong hé thdng nay s& 1a cic
trong tir dién song ngfl; Bing cach xac dinh va ap
dung qua trinh két hop nay, ho chuyén d6i mot phan
tich ¢t phap cta ciu tiéng Anh thanh mét c4u trac cu
phép cho ngon ngi ki hiéu My.

Vigc nghién ctu xtr ly ngon ngli ky hi¢u trén
may tinh ¢ Viét Nam cOn rat méi me. Chung ta chua
thuc sw c6 mot hé thong ngdén ngit dong nhat cho
ngon ngit ky hi¢u tieng Viét [4]. Bén canh van dé
ngon ngt hoc, viéc phat trién san phdm ung dung
cong nghé dé phat huy ngén ngit ky hiéu nhim nang
cao trinh d9, tiép nhan th6ng tin, kha nang giao tiép
cho ngudi khiém thinh lai cang it va kém hiéu qua.
Mot vi du dién hinh 1a viéc sit dung mot thong dich
vién trong mot s6 chuong trinh truyén hinh dé
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chuyén ndi dung thong tin sang ngén nglt ky hiu
nham truyen tai t6i nguoi khiém thinh. Sau khi khao
sat, hau hét nguorl khiém thinh déu nhan xét ho thay
kho hiéu noi dung tir viéc mé ta ctia thong dich vién.
Nguyen nhan chinh cua hién trang nay la thong dich
vién da ¢b ging bidu dién diy du ca cau theo ngbn
ngft ndi thong thuong, trong khi vbn tir vyng cua
ngudi khiém thinh rét it, chu yéu la dong tir va cac tir
don gidn, va trat ty cua cu trong ngén ngit ky hi¢u
ciing thay di nhim tao ra diém nhan cua théng tin
quan trong.

Viéc nghién ciru v& ngdn ngir ki hiéu noi chung
va ngbn nglt ki hi€u Viét Nam (VSL) néi ri€ng c6 2
phan quan trong. Pau tién 1a phan chuyén doi ciu
tric ci phdp cua cau ngon ngon nglt noéi thong
thuong sang dang ding cau triic ¢t phdp cua VSL.
Phéan thir hai 12 biéu dién minh hoa VSL. Trong
nghién ctru nay tac gia tap trung vao phan thir nhat la
dich ty dong cdu ngdén ngil thong thuong sang dang
dﬁng cau truc cu phap trong VSL. Vi mot so ket
qua nghién cuu trude day, tac gia tap trung vao viéc
xdy dung hé thong dich dya trén cac luat [5] [6]. Tuy
nhién khi danh gia cac ban dich thi hiéu qua con
thip. Hudng nghién ciru méi cua tac gia tap trung
vao mo6 hinh dich méi, trong d6 mé hinh
Transformer dugc dédnh gid 1a phu hop véi bai todn
béi cac phén tich cu thé & phin tiép theo.

II. MO HINH TRANSFORMER

Mo hinh Transformer 13 mét mé hinh néi tiéng
gin déy trong cong dong xir Iy ngén ngit ty nhién va
tao ra nhiing budc ngoat 16n trong nhitng bai toan
dich may. Ddi véi bai toan dich ty dong VSL, ta co
thé coi 14 mot bai toan dich véi ngdn ngir it tai
nguyén boi nhitng dic diém han ché vé ngit phap va
tr vung cua loai ngdn ngit nay. Trude day cac tac
vu dich may (Machine Translation) sir dung kién
tric Recurrent Neural Networks (RNNs) 1a chu yéu.
Nhung cac nha nghién ctru dich may déu co thé
nhén thiy nhugc diém cta phuong phap nay la rat
kho bt duoc su phu thudc xa gilia cac tlr trong cau
va tdc d6 huan luyén chdm do phai xir ly input tuan
tu. Transformers da giai quyét duoc 2 vin dé nay.
Bai vay no dugc cho 1a phu hop véi bai toan dich tu
ddng VSL. Co ché téng quan ctia md hinh nhu sau:

A.  Co ché sefl-attention

Self-attention 1a co ché gitip Transformer “hiéu”
dugc sy lién quan giita c4c tir trong mot cdu. C6 thé
tudng tuong self-attention gidng nhu co ché tim
ki€ém. Vi mét tir cho trudce, co ché nay s& cho phép
md hinh tim kiém trong céc tir con lai dé x4c dinh tir
nao lién quan dé sau d6 thong tin s& dugc ma hoa
dwa trén tat ca cac tir trén. DAu vao ciia self-attention
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la 3 vector query, key, value. Cac vector nay duogc
tao ra bang c4ch nhan ma tran biéu dién cac tir dau
vao vdi ma tran hoc twong ung.

« Query vector 1a vector dung dé chira thong tin
cta tir duge tim kiém, so sanh. o

* Key vector la vector ding dé bicu dién thong
tin cac tur dugce so sanh vai tir can tim kiém & trén.

+ Value vector 1a vector biéu dién ngi dung, y
nghia cua céc tir.

Vector attention cho mdt tir thé hién tinh tuwong
quan gifta 3 vector nay dwoc tao ra bing cdch nhan
tich v hudng gifta ching va sau d6 duoc chudn hoa
bing ham softmax. Cu thé qua trinh tinh toan nhu
sau:

« Bude 1: Tinh ma trdn query, key, value bing
c4ch nhén input v6i cac ma tran trong sd twong tmg

* Budc 2: Nhan hai ma trdn query, key vira tinh
duoc v6i nhau v6i y nghia so sanh gitra cau query va
key dé hoc mdi tuong quan. Sau d6 cdc gid tri s&
duge chudn héa vé khoang [0 -1] bang ham softmax
v6i y nghia 1 khi cau query giong véi key ngugc lai,
0 c6 nghia 1a khong giong

* Budc 3: Output sé dugc tinh bang cach nhan
ma tran vira dugc tao ra & budce 2 vdi ma tran value.

Ma trén
Trong sé Query

Query /
Input = Embedding + / .
Position encode

7

Attention Score =
Softmax(Queryxkey)

Output

Trong s6
ey

Ma tran
Key

Trong s6
Value

Hinh 1. Qua trinh tinh toan vecto attention

B. Téng quan mé hinh Transﬁ)rmer

Mo hinh transformer bao gdm hai phan 16n 1a bo
ma hdéa va bd gidi md. B6 ma hoa biéu dién ngon
ngit nguon thanh cac vector, by gidi ma s& nhan cac
vector bleu dién nay va dich n6 sang ngén ngu dich.
Chi tiét c4c thanh phin cua bd ma héa va giai ma
duoc thé hién nhu hinh 2.

Mot trong nhing vu diém cua transformer 13 mé
hinh c¢6 kha niang xit ly song song cho cic tir. Pau
vao s& duge day vao cung mét lic. B ma hoéa cua
mé hinh transformer bao gom mot tdp gdbm N 1dp
gidng nhau, mdi 16p bao gom 2 16p con.

L&p ddu tién 1 co ché multi-head self-attention,
va 16p tht 2 la mang feed-forward két ndi diy du.
Pau ra cia mdi I6p con la LayerNorm(x +
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Sublayer(x)), trong d6 Sublayer(x) la mot ham dugc
thuc hién bdi chinh 16p con do.

Két ni day dac

Transformer ! H
\ |
: i
Trang thai : Mang truyén i
P L [y ' xudi theo vi tri s
| \ | |
| ! ! !
| (S| | |
I ¢*| chuan hoa | I 1
I | |
1
I ] 1
| M?vng truyen' 1 y iixn
1 || xudi theo vi tri_|' 1 !
nx | | ! | !
i | T 1
I Cong & : ! cang & i
I (=L chudn hod | | | | chuan hoa h
I |
] ]
|
I 1 [ Taptrung !
| da 1) | daddu '
| [ ! i Lcomatna 1
I : 1 [ ;)
N

vi tri
Embedding

Nguén

Embedding

Muc tiéu

Hinh 2. Kién tric Transformer i
B§ gidi ma: ciing bao gém tdp gom N 16p giong
nhau. Ngoai hai 16p con giong nhu bd ma hoa, by
giai md con c6 mot 16p dé thuc hién multi-head
attention trén dau ra cla 16p giai ma. O day s& co
thay d6i co ché self-attention trong b ma hoa [7].

B ma hod B0 gidi ma
| Taptung Mdéy dac|
[
nx [ Hditiép Hoitiép | xn
| Embedding | | Embedding |
NgIJé)n Muc tiéu

Hinh 3. B ma héa va giai ma

I1I. DICH TU PONG VSL BANG MO HINH
TRANSFORMER.

Véi khd néng tan dyng kha nang tinh toén song
song cua GPU d¢ tang toc do huan luyén cho cac mo
hinh ngén ngit, ddng thoi khic phuc diém yéu xir ly
cau dai thi mé hinh Transformer 1a mot trong nhimng
md hinh duoc xem xét 1a phii hop doi véi bai toan
dich tu dong VSL.

Cac budc cua viéc ung dung mo hinh nay trong
bai toan duoc dit ra ban du s& bao gdém cac qua
trinh: ma hoa va giai ma dir liéu, 4p dung mo hinh
dich va danh gia hiéu qua ban dich.

A. Ma héa va giai ma
Trudc tién bd dit liéu cn dugce chuyén déi thanh

mét biéu dién s0. Thong thuong, ta can chuyén doi

véin ban thanh mot chudi mi héa, duoc str dung lam

chi s6 thanh mét ban nhung. .

D liéu cho m6 hinh huan luyén bao gom chtra
hai dang vén ban da tich tir (tokenizer), mét cho
tiéng Viét thong thuong va mét cho VSL. C4 hai deéu
c6 cdc phuong phdp giong nhau. Phuong thirc ma
hoa chuyén d6i mot loat cdc cdu thanh cdc ma thong
béo. Phuong thirc gidi md chuyen do6i cac ma thong
bdo nay trd lai thanh van ban ma con nguoi c6 thé
doc duoc.

e Thiét 1ap dudng din ddu vao: Dé xay dyng mot
duong dan dau vao phu hop cho viéc huan ludn
can dp dung mot s6 bién doi cho tap dit ligu.
Ham sau day s& duoc st dung d€ ma hoa cac 16
van ban tho:

def tokenize pairs(vsl, vi):
pt = tokenizers.pt.tokenize (pt)
# Convert from ragged to dense,
padding with zeros.
vsl = vsl.to_tensor()
vi = tokenizers.vi.tokenize (vi)
# Convert from ragged to dense,
padding with zeros.

vi = vi.to tensor()
return vsl, vi

e Ma hoéa vi tri: Cac 16p chii y xem dAu véao 1a mot
tap hop cdc vecto, khong c6 thir tw. M6 hinh nay
cling khong chura bat ky 16p lap lai nao. Do d9,
mot "ma hda vi tri" dugc thém vao dé cung cép
cho m6 hinh mét s6 thong tin vé vi tri tuong doi
cua cac thé trong cau. Vecto ma hoa vi tri dugce
thém vao vecto nhing. Véc to nhung dai dién
cho mdt ma thong béo trong khong gian d chiéu
noi cac ma thong béo c6 y nghia tuong tu s& gan
nhau hon. Nhung viéc nhing khong ma hoéa vi tri
tuong d6i clia cac ma théng bao trong mot cau.
Vi vay, sau khi thém ma hda vi tri, cadc ma thong
béo s& gin nhau hon dya trén su gidng nhau v& y
nghia ctia ching va vi tri cia ching trong cau,
trong khong gian d chidu. Cong thtc tinh toan
ma hoda vi tri nhu sau:

PE s 2) = sin(pos/10000%/ st )

PE(p50i11) = cos(pos /10000 dmee )

e Mit na nhin trude (look-ahead mask) dugc su
dung d& che ddu cic m3 thong béo trong tuong
lai theo mét trinh tu. N6i cach khdc, mat na cho
bi¢t muc nhdp nao khéng nén dugc su dung.
Piéu nay c6 nghia la dé dy dodn ma théng bio
thir ba, chi ma thong bao diu tién va thir hai s&
duogc sir dung. Tuong tu nhu vay dé du doan ma
thong bao thr tu, chi ma thong bao dau tién, thu
hai va tht ba s& dugc su dung, v.v.

575



HGi thao quéc gia lan thir XXIV: Mét s6 vin dé chon loc ciia Cong nghé thong tin va truyén thong—Thai Nguyén, 13-14/12/2021

e Ham chu y (attention function) dugc st dung boi
transformer c6 ba dau vao: Q (truy vén), K
(phim), V (gia tri). Phuong trinh duoc str dung dé
tinh todn la:

Attention(Q, K,V) = softmaz QKT 14
H 9 - k \/@

Khi qué trinh chudn héa softmax duoc thuc hién

trén K, cdc gla tri cia n6 quyét dinh mtrc d6 quan

trong dbi voi Q. Diu ra dai dién cho phép nhén
cua trong so chi y va vecto V (gia tri). Diéu nay
dam bao rang cdc ma thong bao muodn tdp trung
vao dugc gilt nguyén trang va cdc ma thong bao
khong lién quan s€ bi loai bd.

B.  Khaoi tao mé hinh Transformer

Transformer bao g6m bd ma hoa, bd giai ma va

mot 16p tuyen tinh cudi cung. Pau ra ciia bd glal

ma la diu vao cua l6p tuyén tinh va diu ra ciia nd
duoc tra vé.

e Cai dat siéu tham sb: M6 hinh co so duoc
moé ta trong bai bao duoc su dung:
num_layers = 6, d_model = 512, dff = 2048.

e Trinh t6i vu hoa: Sir dung trinh t6i wu hoéa
Adam vdi cong cu lﬁp lich tbc d6 hoc tap tuy
chinh (Thuat toan t0i vu hoéa Adam 1a mot
phan m¢6 rong cho qud trinh giam do déc
ngiu nhién ma gan day di dugc 4p dung
rong rai hon cho cac ing dung hoc sau trong
thi gidc may tinh va xu ly ngén ngir tu
nhlen) [8]

e Huén luyén va kiém tra:
Transformer = Transformer (
num_layers=num_ layers,
d model d model
num_heads=num_heads,
dff=dff,
input vocab size=tokenizers.pt.ge
t_vocab 5lze() numpy () ,
target vocab size=tokenizers.en.g
et_vocab_size () .numpy (),
pe_input=1000,
pe target=1000,
rate=dropout_rate)
Sau d6 tao duong dan checkpoint va trinh
quan ly checkpoint st dung d€ luu cac
checkpoint sau moi n epochs.
Cau vin ban tiéng Viét thong thuong duoc
su dung lam ngén ngir d4u bao va VSL la
ngon ngir dich.
e Céc budc sau dung dé suy luén:

- Ma hoa cau d4u vao bang trinh mi hoa
tiéng Viét (tokenizers.pt). Pay 1a dau vao
cua bé ma hoa.

- Pau vao cia bd giai ma dugc khdi tao thanh
ma thong bao (START).

- Tinh todn mat na dém (padding masks) va
mat na nhin trudc (look ahead masks).
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- Sau d96, bo giai ma s€ dua ra cac du doan
béang cich xem dau ra ciia bd ma hoa va dau
ra cua chinh no (self-attention).

- Néi ma théng bao dugc dy doan voi dau
vao cta by gidi md va chuyén n6 dén bo
giai ma. Trong cach tiép can nay, by giai
ma dy doan m3 théng bao tiép theo dya trén
cac ma thong béo trude do no da du doan.

e Hién thi Attention: Lép Translator tra vé tir
dién ban dd chu y cé thé st dung dé hinh
dung hoat dong bén trong ciia mo hinh.

[START]
quatéo
xanh
séng nay
[END)

5 2

]
=l

sang nay

o1

an

hai

aua tio

xanh

TEND]

Hinh 4. Ban d Attention

IV. DANH GIA KET QUA VA KET LUAN

M6 hinh Transformer dugc danh gia trong bai
toan dich tu dong VSL trén dit liéu 1a kho ngit liéu
dugc xdy dyng bao gom 600 cap ciu tiéng Viét va
VSL da dugc xem xét boi chuyén gia ngdén ngit
VSL. Quy trinh x4y dyng kho ngit liéu bao gdm viéc
thu thap tir dién VSL, thu thap lut ngtr phdp diing
trong VSL, qud trinh két noi céc tir dong nghia sau
d6 chuyén d6i tw dong cu tiéng Viét sang dang VL.
Sau budc nay, cac cap cau dugc danh gia va chinh
sira mot 1an nira bing cac chuyén gia sir dung VSL
thuong xuyén trong cong ddng ngudi khiém thinh.

Viéc danh gia ban dich cua cdp cau tiéng Viét-
VSL dya trén thang diém dénh gia BLEU. BLEU la
mot thudt todn dé danh gla chat luong van ban da
dugce dich bing may tir ngdn ngfr tw nhién nay sang
ngdn ngir tw nhién khac. Chét lwong dugce coi 1a su
tuong Ung glua dau ra cla mdy va clia con nguoi:
"ban dich may cang gan vdi ban dich chuyén nghlep
clia con ngudi thi cang t6t" [9]. Piém BLEU cho md
hinh dich mdy Transformer véi bai toén dich tu dong
VSL hién 14 35,15 diém. D4y 14 diém cao cho mét s6
mo hinh dich méi so véi nhitng cap ngdn ngl thong
thuong nhu Anh-Vi€t. Nhung v6i bai toan VSL con
¢6 nhiéu han ché vi nhitng dac diém dac thu riéng va
la ngdn ngir it tai nguyén hién chi danh gia trén bd
dir liéu nho.
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Trong tuong lai, tdc gia hi vong cai tién m6 hinh

va cac thong so dé danh gid bai toan trén mét kho
ngir liéu du 16n d¢ dam bao sy danh gia tot hon.
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Abstract. Automatic translation of Vietnamese sign language is a new
and meaningful problem. Automatic translation of Vietnamese sign
language is a meaningful solution as it promises to eliminate
communication obstacles and improve the lives of the deaf people. With
the support of automatic translation technologies, there are many
effective translation methods. However, the important problem in the
current problem is that there is not a large enough amount of data
available to evaluate and develop translation models. With wordnet,
automatic data augmentation is possible. By applying the hyponym and
hypernym in wordnet with the criteria of this study, we enrich the data
based on the original data built. The measure of data similarity between
the sentences generated from the original sentence is evaluated
accordingly based on the combination of the cosine measure and meets
the data requirements of the Vietnamese sign language automatic
translation problem. Experiments show that BLEU scores on some
translation models achieve high results after data augmentation.

Keywords: Natural Language Processing, Machine translation, Wordnet, Data
Augmentation.

1 INTRODUCTION

Sign language has long been established as the official language of the deaf people
in several countries. The language used by the Vietnamese deaf community is called
Vietnamese Sign Language (VSL). Although sign language and spoken language have
many similarities, there are substantial distinctions between spoken and written sign
language [1]. For example, American Sign Language (ASL) has its own grammatical
system (separate rules for phonemes, morphology, syntax, and semantics) that are dif-
ferent from those in English [2]. VSL is utilized as the official language in the approx-
imately 7.5 million-member Vietnamese deaf population. Similar to other foreign lan-
guages, there are significant communication difficulties if sign language cannot be un-
derstood and comprehended.



There are two problems with the sign language interpretation process: converting
sign language to regular language and vice versa. In which, the problem of translating
from ordinary language is a major problem in order to transmit information and bring
social knowledge to the deaf. Given the significant scientific and technological ad-
vancements in the field of information technology, there exist sign language translation
systems in the world, such as TESSA - Translation from Speech to English Sign Lan-
guage (BSL) [3]; ViSICAST translator is a tool to translate from English to English
sign language [4]; the SignSynth project is based on the ASCII-Stokoe model [5] ; the
ASL workbench system is an automatic text translation system into American Sign
Language [6]; the TEAM project is a text-to-American sign language translation system
using the contiguous grammar tree technique. Recent research conducted by Gouri
Sankar Mishra and colleagues presented a technique for translating spoken English into
Indian Sign Language (ISL) [7]. Most of these research projects were initially based on
structural translation models.

The process of translating ordinary language into sign language includes the follow-
ing steps:

Machine Visual
Speech to Text Translation Simulate >
TEXT &
WA - RE;;EL:(L:R - SL SYNTAX - (%%‘i/
(3)

(1) (2)

Sign Language
Figure 1: The process of translating speech into sign language

In which, (1) is the process of translating speech recognition into text. There have
been many studies and applications that handle this part of the job well, such as Goog-
le's API. (2) is the process of converting plain text into a syntactically correct form in a
sign language. (3) is the process of simulating from syntactically correct text in sign
language into representations such as 3D models or videos and images of sign language.
In this procedure, the second step gets the most attention due to the completion of the
conveyed message. The basic challenge is that sign language, in general, has limited
vocabulary compared to spoken/written language. If the machine translation is poorly
performed, the complete message might not be successfully communicated, or in some
cases, the conveyed message has a different meaning from the original [8]. Recent re-
searches are making the most out of the technical advances in the fields of Natural
Language Processing (NLP), Deep Neural Networks (DNN), and Machine Translation
(MT), with the aim to develop systems that are able to translate between signed and
spoken languages in order to fill the gap of communication between the SL speaking
communities and the people using vocal language [9].

On a modest, custom-built dataset, we have used translation approaches and models
to produce a number of successful translations. We have gone through a series of steps
in our investigation of the situation. Initially, we proposed a rule-based translation tech-
nique using the syntactic rules of VSL [10] [11]. In this research, we propose a simple
data augmentation method to apply to translation models. This is necessary for training
models to improve the system's translation accuracy. Lastly, the detailed analysis and
evaluation of the findings will be provided.

Voice



We currently have a bilingual dataset of Vie - VSL pairs including 10,000 sentence
pairs that have been built and evaluated by a number of language experts and applied
to the rule-based translation problem. This data is built on the domain of common com-
munication sentences. We chose this data domain because it is closer and more mean-
ingful to the hearing impaired. However, to apply some statistical machine translation
methods, this data source is not large enough. We are studying this way of data aug-
mentation based on wordnet to serve the statistical translation problem.

2 The proposed method

2.1  Data augmentation background

The WordNet semantic network is a lexical-level data collection describing the
semantic link between words [12]. WordNet is comprised of three distinct tuples: one
for nouns, one for verbs, and one for adjectives and adverbs. The English WordNet
dataset, as of version 3.0, has around 117,000 nouns, 11,400 verbs, 22,000 adjectives,
and 4,600 adverbs. As illustrated in Figure 2, the WordNet is structured as a tree, with
each node containing a prototype word (lemma) and a collection of synonyms (synset).
The WordNet only shows semantic relations, not phonetic or morphological
relationships.

Entity
Unit Cc)hwymm:
Instrumentality Vehicle

l |

Container = Wheeled Vehicle

SN

self propelled vehicle  bicycle

l

motor vehicle

/N

maotorcycle  car

Figure 2: Hierarchical structure of WordNet
We use the wordnet's features to produce new data by changing words in sentences
based on their semantic relationships. The newly generated sentence retains the same
syntax and semantics, thus the same conversion rule is used to convert it to VSL. With
the similarity assessments in the experimental section, the translation is therefore
performed accurately and semantically.

Grammar parsing gives us the syntactic structure of a sentence. However, grammar



analysis can only determine grammatical accuracy and not semantic correctness. For
example, by analyzing the phrase “the table eats the chicken,” we notice that it is
absolutely grammatically accurate (“the table™ acts as the subject, “eat” is the verb, and
“the chicken” acts as a modifier for the verb). However, it is clear that the "table” cannot
"eat" the "chicken", instead if it is changed to "the dog eats the chicken", it will be more
reasonable. So how do you know if "the table" or "the dog" can "eat the chicken"? —
one of the feasible solution is to use the hypernyms - hyponyms relationships in
WordNet. Assume there is a heuristic stating that the verb "to eat” can only be
performed by "animals” (i.e. only animals can eat). Thus, to determine if an object can
eat or not, we will examine its hypernyms to see whether it is "animal" or not. By
traversing back to the hypernyms, it is straightforward to determine that "dog" can
execute the action "eat" but "table™ cannot. Similarly, we may apply semantic
restrictions to a statement to determine whether it is semantically accurate. From there,
it is feasible to build new phrases by substituting identically hypernyms. Figure 3
depicts the structure of the hypernyms with the keyword "dog.".

Domesticanimal

Figure 3: The structure of the hypernyms - hyponyms for the keyword “dog”.
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In our problem, we use 3 criteria:

Sibling criterion: applied when all synset sets Sij when all synset sets contain sibling
synsets (with the same synset and hypernym). Then the synset {E}, EZ, ...} is selected
as sibling synsets
Thatis: SV = {Sijk/Sijk € Sij(Vj: 0<j< n{), (SP is_hyper Sijk)}

Parent-child criterion: applied when the synset sets Sij contain a synset that is
superior to the remaining synsets (as long as each remaining synset has a synset that is
a subordinate of the above-mentioned superior synset). Then the synset {E1, E2, ...} is
selected as sibling synsets.

That is:
SV
={s/*/as, e st(h e [1..n]]), $/* € S(vj:0 < j <nl,j # h),(Spis_hyper S/*)}

Grandparent- grandchildren criterion: applied when in synset sets Sij contain a synset
that is superior to the remaining synsets (as long as each remaining synset has a synset
that is a subordinate of the above-mentioned superior synset). Then the synset
{E}, EZ, ...} is selected as these subordinate synsets.

N
= {s/*/as, e sl (h € [1..n]]), /" € S/(vj:0 <j<nl,j# h),(S, is_dist_hyper S/)}

Thus, when the word W appears in a phrase, W can be replaced with W' if W and W'
satisfy the sibling, parent-child, and grandparent-grandchild criteria. Therefore,
depending on the structure of the hypernyms and hyponyms and other characteristics
of wordnet, we may construct fuzzy data by changing words in previous phrases
according to predetermined criteria.



2.2  Data Augmentation Process

With the features of wordnet about semantic relations between words, we replace
words in sentences to generate new data. The new phrase is syntaxically unchanged and
semantically logical, so to translate it to VSL we keep the same conversion rule. As a
result, the translation is done correctly and semantically with similarity assessments in
the experimental part.

The base dataset is a bilingual data including 10,000 pairs of Vietnamese - Vietnamese
sign language sentences that have been built and evaluated by a number of linguistic
experts. The procedures involved in constructing bilingual data are outlined below:

Step 1: Crawl VSL dictionary from source: https://tudienngonngukyhieu.com/. This
is a dictionary of sign language that is commonly used by the deaf population in
Vietham.

Step 2: Add to VSL Sign Language Dictionary: Since 2017, we have compiled a
database of VSL dictionaries from the aforementioned website by collaborating with
professionals and the deaf community. Because of sign language's brevity and
simplicity, its lexicon has a small selection of words. We gathered a total of 3053
language units. As of 2022, the number of words and phrases is continuously added and
there are 6304 characters/words/phrases represented in sign language.

Step 3: Construct a list of synonyms: This stage aims to optimize the representation
of words and phrases in Vietnamese sentences into VSL, while the sign language
dictionary is limited. All words that are not represented in sign language, including
proper names and numerals, can be communicated in VVSL through spelling.

Step 4: Construct a set of pairs of “bilingual” sentences. For our problem, we
employed the parsing toolkit, which is the result of research by Nguyen et al.
Preprocessing comprises input data normalization as well as a collection of techniques
for extracting and labeling VietWsS terms [13]. The data comprises of communication-
related phrases that have been partially semi-automatically processed and then carefully
examined. Finally, the data were re-evaluated by a number of sign language specialists.
For the creation of a rule-based translation system, we accumulated a total of 10,000
pairs of Vietnamese-to-VSL bilingual phrases. Data published and shared at
https://github.com/BichDiep/data-rules-VSL. We propose a method to enrich this data
based on wordnet from this constructed 10,000-sentence original dataset.

Based on the properties and characteristics of wordnet for semantic constraints to
check semantic correctness in sentences, we have a process of building new data
through the following steps.

Algorithm: Data-Augment-VSL
1: Input: Sentences S
2: Output: Set of sentences S’ are generated based on S.
3: SplitW word € S
4: X &W. hypernyms()
5: For i=1,n Do
XieX.hyponyms()



Add Xitoset T

6: While 13 Xi.hyponyms:

Yi & Xi.hyponyms()

Add YitosetT

7: Replace replace each element in T, create new data S'

We proceed to produce new data based on part of the data that was initially built.
Our data is evaluated by a community of deaf people and several language experts in
the field, then the data is enriched using the proposed method.

Figure 5 depicts the creation of new data from an original sentence S. The sen-
tence "l eat apples" is parsed and the noun ‘apple' is separated from the words in the
sentence. Using the preceding approach, we obtain the set T, which consists of replace-
ment words, in order to construct the set S', which contains new sentences. This set of
T consists of 92 words (excluding the initial words), hence it generates 92 new sen-
tences.

Original sentence S: The set T is replacement words: Generate new sentences §'

L& (pear) ‘ ‘ T&i &n |&. (| eat pear) ‘
“Téi &n tdo.” Nho (grape) ‘ ‘ T&i &n nho. (| eat grape) ‘

(| eat apple”) grap . grap
. Cam (orange). ‘ ‘ T&i &n cam. (l eat orange). ‘

Parsing
¥ ‘ Déu (strawberry). ‘ ‘ T&i &n dau. (I eat strawberry). ‘
( (S (NP (P tdi)) (VP (V &n) (NP (N tdo))) (. .))
"[ (S (NP (P 1)) (VP (V eat) (NP (N apple))) (. ‘ ‘ ‘ ‘
Chudi (banana) ‘ ‘ Téi &n chudi. (| eat banana) ‘
Bué&i (pomelo) ‘ ‘ T&i &n budi. (| eat pomelo) ‘
J
| I

Total number of words in T: 92 Total number of sentences 5’: 92

Figure 5. Example of generating new data from an original sentence.

3 Experiment and evaluate the results
3.1  Evaluation method

Bilingual Evaluation Understudy (BLEU) is a method to evaluate quality of the
documents automatically translated my machine, proposed by IBM in 2002 and used
as the primary evaluation measure for research in machine translation in [14]. The orig-
inal ideal of the method is to compare two documents automatically translated by ma-
chine and manual translated by linguistic experts. The comparison is performed by sta-
tistical analyzing the coincidence of the words in the two documents that takes into
account the order of the words in the sentences using n-grams. Specifically, BLEU
scores are computed by statistically analyzing the degree of coincidence between n-



grams of documents automatically translated by machine and the ones manual trans-
lated by high-quality linguistic experts [11]. BLEU score can be computed as follows
[1:

score = exp {Zf'zl w; log(p;) — max (ir—e: - 1,0)}

tr
. = —ZjNRj
13
ZjNTj

- NR;: the number of n- grams in segment j in the reference translation (by ex-
perts) with a matching reference co-occurrence in segment

- NTj: the number of n- grams in segment j in the translation (by machine) being
evaluated.

- Wi= N-1

- L the number of words in the reference translation (by experts) that is closest
in length to the translation being scored.

- Lua: the number of words in the translation (by machine) being scored

The value of score evaluates the correlation between the two translations by experts
and machine, computed in each segment where each segment is the minimum unit of
translation coherence. Normally, each segment is usually one or a few sentences. The
n-gram co-occurrence statistics, based on the sets of n-grams for the test and reference
segments, are computed for each of these segments and then accumulated over all seg-
ments. This value indicates how similar the candidate text is to the reference texts, with
values closer to 1 representing more similar texts. The BLEU was introduced by IBM
and has since become the standard assessment metric for machine translation studies.
In these experiments, we employ Multi-BLEU scripts to evaluate quality of the trans-
lation based on the BLEU score [15].

The method described above verifies the similarity of newly generated sentences
based on their closeness to the structure of wordnet [16]. The method for measuring the
similarity between two words is shown in Figure 6.
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Figure 6. Model of the sentence similarity measuring approach utilizing WordNet.

3.2  Evaluation Results

We tested the method from initially built data. Our data is evaluated by a community
of deaf people and several language experts. Then enrich the data using the proposed
method. To evaluate our experiments, we base on data augmentation criteria. At the
same time, we also score BLEU to evaluate the newly enriched data warehouse com-
pared with the original data set on some machine translation models.

Table 1. Degree of data enrichment from the original data according to the proposed method.

The word count Number of original Number of new
ID

of theset T sentences sentences
1 94 35 3290
2 12 4424 53088
3 183 5 915
4 471 3 1413
5 438 10 4380

With a pair of 10,000 sentences in a bilingual dataset originally constructed with
4626 lexical units and a context-based wordnet dataset that enriches the data with se-
mantically meaningful and logical sentences. To evaluate the experiments with 63086
new data generated from the set of 10000 original data, we evaluate the BLEU scores
of some machine translation methods for the problem of automatic translation of



Vietnamese sentences into VSL syntax correct sentences. The experimental process
shows that, when re-evaluating the enriched bilingual sentences by the proposed
method, the data increases by 14.4 times for some lexical groups which are nouns, pro-
nouns and adjectives. As for the group of verbs, this method cannot be used because
most of the newly born sentences are not semantically suitable. We evaluate the simi-
larity between the nascent data and the original data using the similarity measurement
method. With a range of values from 0-1 corresponding to 0 points is completely dif-
ferent, 1 point is exactly the same. The experimental process shows that the average
similarity is 0.6.

Table 2. Comparison of BLEU scores on several translation models between
original and augmentation data.

Translation BLEU-1 BLEU-2 BLEU-3 BLEU-4
model
Original data
Rule-based 78.5 76.33 72.67 68.02
translation
Seq2Seq 74.43 64.67 60.56 58.5
Transformer 76.25 70.33 68.25 65.2
Augmentation data
Rule-based 78.5 76.33 72.67 68.02
translation
Seq2Seq 92.5 89.25 85.4 81.11
Transformer 94.87 92.16 90.15 89.23

Through the experimentation process with several models, we observed that BLEU
score do not change with the rules-based translation model, but have a significant
change with the statistical translation models.

In general, the BLEU scores on the test sets are higher than the BLEU scores of
certain other languages, such as in our case. The translation paradigm is mostly un-
changed, as the majority of linguistic units in the two languages are equivalent. Only a
few non-sign language terms are substituted with synonyms. In terms of sentence struc-
ture, VSL pairings are significantly less diversified than those of other language pairs.
Thus the language model is simpler than the machine because the probabilistic model
is convergent. Nevertheless, there are discrepancies between test sets. This variation
depends mostly on the length, complexity, and vocabulary of each domain’s sentences.
The majority of sentences in the communication domain are short and simple, and the
proportion of vocabulary from the VSL lexicon is larger than in other data domains.
However, this BLEU score is suitable and has not too special value when referring to
some sign language translation problems like ours such as German sign language trans-
lation with 82.87 points BLEU [17], Thai sign language [18], ..
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4 Conclusion

VSL is a low resource language. While other low-resource languages have had some
research results on the problem of machine translation, VSL is still an open problem
and there are many approaches. Bilingual data of Viethamese sentences - VSL syntax
correct sentences has not been studied yet. With this translation problem, data is a very
important part. In order to form modern translation models, it is necessary to construct
enough data, so the proposed method of enriching this data on the wordnet is an option
that has achieved good results. The evaluation results show that the BLEU scores in our
test sets are much higher than other bilingual translation problems. For the reason in
our problem, the translation model is almost unchanged with mostly the same language
units. However, here we use this proposed method for a new and scientifically
significant issue as well as to be applicable in practice.
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Abstract. Sign languages arc independent languages of deaf communities. The translation from
normal languages (i.c., Vietnamese Language - VL) as long as other sign languages to Vietnamese
sign language (VSL) is a meaningful task that breaks down communication barriers and improves
the quality of life for the deaf community. In this paper, we experimented with and proposed several
methods for building and improving models for the VL to VSL translation task. We presented a data
augmentation method to improve the performance of our neural machine translation models. Using
an initial datasct of 10k bilingual sentence pairs, we were able to obtain a new dataset of 60k sentence
pairs with a perplexity score no more than 1.5 times that of the original datasct. Experiments on the
original datasct showed that rule-based models achieved the highest BLEU score of 68.02 among the
translation models. However, with the augmented dataset, the Transformer model achieved the best
performance with a BLEU score of 89.23, which is significantly better than that of other conventional

approach methods.

Keywords. Natural language processing; Machine translation; Vietnamese sign language; Data

augmentation.

1. INTRODUCTION

Sign language has been developed for a long time and is recognized as the official language
of the deaf community in various countries. The sign language used by the deaf community
in Vietnam is called Vietnamese sign language (VSL). Although sign language has many
similarities with spoken language, there are significant differences between sign language
and spoken/written language [21]. For example, in American sign language (ASL), there is
a separate grammar system (separate rules for phonetics, morphology, syntax, and seman-
tics) that differs from English [21]. Similarly, VSL is used as the official language in the
deaf community of Vietnam with about 7 million people. Like other foreign languages, the
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communication barrier is significant if one cannot understand and interpret sign language.
The sign language interpretation process involves two tasks, which are translating from
sign language to spoken language and vice versa. Among them, the translation task from
spoken language is an important task to convey information and provide social knowledge
to the deaf.
The process of translating spoken language into sign language involves the following steps.

Speech to Text NLP Simulate L
REGULAR TEXT i
MW ‘ TEXT ‘ SLSYNTAX ‘ (7/?
(1) (2) 3

Voice Sign Language

Figure 1: The process of translating speech into sign langnage

In which, (1) refers to the process of translating speech recognition into text. Many
studies and applications have effectively handled this task, such as Google’s API. (2) is the
process of processing ordinary text into correct syntax in sign language. (3) is the process
of simulating correctly syntaxed sign language text into representations such as 3D models,
videos, or images of sign language.

In this procedure, the second step gets the most attention due to the completion of
the conveyed message. The basic challenge is that sign language, in general, has a limited
vocabulary compared to spoken/written language. If the machine translation is poorly per-
formed, the complete message might not be successfully communicated, or in some cases,
the conveyed message has a different meaning from the original [17].

The VSL translation task involves taking a regular Vietnamese sentence as input and
producing an image, video, or 3D model as the final output. However, an important inter-
mediate step in the translation process is to convert the regular Vietnamese sentence to a
syntactically correct sentence in VSL. This is because VSL has some basic features such
as reductionism, emphasis on focal points, and changes in word order compared to regular
Vietnamese. In addition, there have been proposed technical methods for representing syn-
tactically correct VSL sentences as images or 3D models that have produced good results.
This means that the components of the sentence are separated, and we store them in a dic-
tionary as a code that contains two components: the word/phrase and how it is represented
using a 3D model. The soft-linkage motion between the sentence components is handled using
interpolation techniques. Therefore, the scope of the task is focused on translating regular
Vietnamese sentences into syntactically correct sign language sentences.

With remarkable advances in information technology, there have been the sign language
translation systems developed worldwide, such as TESSA, which translates speech into
British sign language (BSL) [1]; ViSiCAST, a tool for translating English into British sign
language [2]; SignSynth project that employs the ASCII-Stokoe model [J]; ASL Workbench,
an automated text-to-American sign language translation system [16]; and TEAM project,
a system that translates text into American sign language using a contiguous bilingual parse
tree technique |26]. Most of these research projects initially relied on structural-based trans-
lation models.

Recent studies have been maximizing the use of advances in natural language process-
ing (NLP), deep neural networks (DNN), and machine translation (MT) to develop systems
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that can translate between sign language and spoken language, to bridge the communica-
tion gap between the sign language community and the spoken language community [}]. A
recent study of Gouri Sankar Mishra and colleagues proposed a system for translating spo-
ken English into Indian sign language (ISL)[1%|. The translation model follows a rule-based
approach in which a parser is used to parse the full English sentence into a dependency
structure representing the syntax and grammar information of a sentence. An ISL sentence
is then generated from an ISL bilingual dictionary and a word network, with the ISL cues
corresponding to the appropriate ISL signs being displayed.

Galian et al. experimented with two NMT architectures with optimized hyperparameters,
various tokenization methods, and two data augmentation techniques (back-translation and
paraphrasing). Through experimentation, they achieved significant improvements for models
trained on the Phoenix 14T and DGS datasets for German sign language [!]. Following
research on sign name adoption by Ka corri et al. |10], acceptance within the Deaf community
is crucial for the application of sign language technologies. The perspective of Deaf users must
be accurately analyzed, and the implementation of technology for the deaf community must
be effective |7].

Currently, machine translation of Vietnamese sign language (VSL) is still a new and
underexplored research field. Like other sign language translation problems in the world,
many studies on VSL focus on the second step of the translation process - translating from
regular text to the correct syntax in sign language. Therefore, there have been some studies
on VSL related to the problem of translating Vietnamese to VSL with promising results,
but there are also many limitations. The prominent limitation of these studies is the small
database, which leads to low accuracy [0, 7, 20].

We have achieved certain results with the methods and translation models on a small
dataset that we have constructed. Our research process has gone through several stages
[19, 20]. Initially, we proposed a rule-based translation method based on the syntax rules of
VSL. In this paper, we have experimented with some more advanced machine translation
methods using a neural network approach and proposed a simple data enrichment method
to apply to translation models. This is necessary for training models to help the translation
system become more accurate. Section 3 presents the experimental results with some pro-
posed modern translation models, and finally, a detailed analysis and evaluation results will
be presented.

2. DATA AUGMENTATION

2.1. Data augmentation background

The base dataset is a bilingual corpus consisting of 10,000 sentence pairs in Vietnamese
- Vietnamese sign language that we semi-automatically built and evaluated by language
experts. The process of constructing the bilingual data is described in the following steps:
Step 1. Build the VSL-lexicon dictionary. The VSL-lexicon data stores lexical units with
accompanying information such as word type, annotation code, synonyms, and corresponding
animation models. Due to the difficulty of manually producing animation models with a large
workload, currently, there are only 200 models in the VSL-lexicon. The models are saved
in .FBX files. For the “FBX" file format, 3D models can be exported with all animations,
motions, rigging, and other parameters stored in the file. The “. FBX” file format is supported
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by many different 3D software and is the standard file format used in Unity. Table 1 describes
the structure of the VSL-lexicon data.

Table 1: Table describing the VSL-lexicon dictionary

ID | Lexical unit Lexical category | Synonym Tag code | Corresponding 3D animation model
1|a Alphabet VSLoo01 M3D0001.FBX
2| a Alphabet VSLO002 M3D0002.FBX
153 | Toi (1) Pronoun (P) tao, L4 VSLO153 | M3D0153.FBX
154 | 1o (They) Pronoun (P) VSLO154 | M3D0154.FBX
206 | chit (die) Verb (V) hi sinh, it nan | VSL0296 | M3D0296.FBX
3035 | truimg hoe (school) | Noun (N) VSL3035 | M3D3035.FBX
3036 | Nha (house) Noun (N) VSL3036 M3D3036.FBX
6176 | xuong rong (Cactus) | Noun (N) VSL6176 | Not in database yet

In this dictionary, there is a compilation of a set of synonyms to maximize the represen-
tation of words/phrases in Vietnamese sentences to VSL, as the lexicon of sign language is
limited.

Step 2. Construct the Vie-VSL-10K dataset, which consists of bilingual sentence pairs. The
data includes sentences in the communication domain, partially processed using automatic
methods. We utilize a Vietnamese syntactic parsing toolkit, which is a research product
by Dr. Nguyen Phuong Thai and colleagues, for our specific task. The preprocessing stage
involves data normalization along with tokenization and part-of-speech tagging using the
VietWS toolkit [11]. Subsequently, this dataset undergoes preliminary reviews and finally,
the data is evaluated by a group of sign language experts. Finally, we have collected 10,000
bilingual sentence pairs in Vietnamese and VSL. The data is publicly available and shared
at https://github.com/BichDiep/data-rules-VSL. We propose a method to augment this
dataset based on Wordnet from the original 10,000 sentence pairs. Table 2 provides some
examples of the different syntax between regular Vietnamese sentences and the correctly
formatted VSL sentences in the Vie-VSL-10K dataset we have constructed.

Table 2: Syntax differences between regular Vietnamese sentences and correctly formatted VSL
sentences.

ID | The Vietnamese sentence is syntactically analyzed. The VSL sentence is syntactically analyzed.
1 | SQ (NP (N Ban) (N tén)) (VP (V 1a) (WIINP (P gi))) (7 7) SQ (NP (N Ban) (N tén) (P gl)) (7 7)

2 |S (NP (P Toi)) (NP (N tén)) (VP (V 1a) (NP (Np Hiéu))) (..) | S (NP (P Toi)) (NP (N tén) {Np Hiéu)) (..)

3 | S (NP (N Khé)) (C thi) (AP (A chua)) (..) S (NP (N Khé)) (AP (A chua)) (..)

4 b (NP (P Toi)) (NP (M 19) (N tudi)) (..) ': (NP (P Tai)) (NP (N tudi) (M 19)) (..)

5 | S (NP (P toi)) (VP (R khong) (V di)) (..) S (NP (P toi)) (VP (V di) (R khong)) (..)

6 | S (NP (P toi)) (VP (R khong) (V chai)) (..) S (NP (P t6i)) (VP (V chai) (R khing)) (..)

7 | S (NP (P Toi)) (VP (V thich) (NP (N meo))) (..) S (NP (P T6i)) (VP (N meo) (V thich)) {..)

8 | SQ (NP (P Ai)) (VP (V biét) (VP (V bai))) (7 7 SQ (VP (V Biét) (VP (V bai) (NP (P ai)))) (7 7)

The idea behind data augmentation is to substitute words in a sentence to generate new
data. The newly generated sentences maintain the same syntax and logical coherence, so the
translation to VSL (Visual sign language) follows the same conversion rules. This ensures
accurate translation while preserving semantic similarity, as evaluated in the experimental
phase. We have observed that the semantic relationships between words in Wordnet align
perfectly with the concept of data augmentation. Therefore, we propose a data augmentation
method based on Wordnet.
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The Wordnet semantic network is a lexical dataset that represents semantic relation-
ships between words. Wordnet only captures semantic relationships and does not encompass
phonetic or morphological relationships [23].
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Figure 2: Hicrarchical structure of Wordnet

Syntactic parsing provides us with the syntactic structure of a sentence. However, syntac-
tic parsing only checks for grammatical correctness and does not verify semantic correctness.
Take the sentence “cai ban an con ga” (the table eats the chicken) as an example. If we
analyze this sentence syntactically, we find that it is grammatically correct (“cai ban” serves
as the subject, “an” is the verb, and “con ga” functions as the object). However, it is evident
that “cai ban” cannot “an” “con ga”. Instead, if we replace it with “con ché an con ga” (the
dog eats the chicken), it becomes more logical. So, how can we determine if “cai ban” or “con
chd” can “eat” “con ga”? - By using the hyponym-hypernym relationship in Wordnet. Let’s
assume there is a heuristic that only “dong vat” (animals) can perform the action of “an”
(eating). Therefore, to check if an object can eat, we check if it is “dong vat” by traversing its
hypernyms. By traversing the hypernyms in reverse, we can easily determine that the “con
chd” (dog) can perform the action of “4n” (eating), whereas the “cai ban” (table) cannot.
Similarly, we can add semantic constraints to ensure semantic correctness in the sentence.
This allows us to generate new sentences by replacing words with the same hypernym. The
hierarchical structure with the keyword “con chd” is depicted in Figure 3.

Vét nuditrong nha

Domestic animal

Figure 3: The structure of the hypernyms - hyponyms for the keyword “con ché”
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ET

Figure 4: Tlustration of criteria using the Synset Lf'f

In our problem, we use three criteria: _

Sibling criterion: applied when all synset sets S when all synset sets contain sibling
synsets (with the same synset and hypernym). Then the synset {£}, E?, ...} is selected as
sibling synsets.

That is _ _ _ _

SV = {87/, € S/(Vj:0<j<nl), Syis_hypers!*y.

Parent-child criterion: applied when the synset sets S,f contain a synset that is superior
to the remaining synsets (as long as each remaining synset has a synset that is a subordinate
of the above-mentioned superior synset). Then the synset { &}, 2, ...} is selected as sibling
synsets.

That is
SV = {87%/38, € Sl(h e [1..n]]), S7* € SI), (Vj: 0 < j <nl,j#h),Syis_hyperS?*}.

Grandparent - grandchildren criterion: Applied when in synset sets S? contain a synset
that is superior to the remaining synsets (as long as each remaining synset has a synset that
is a subordinate of the above-mentioned superior synset). Then the synset {£}, B2 ...} is
selected as these subordinate synsets.

SV = {S'fk/fng € Shhe [lnf]) S'fk € Sf), (Vi:0<5< n“:; #+ h), 5'_,;,'.Es_d-'.ist_f.l,ype'h‘i'fk)}

Thus, when the word W appears in a phrase, W can be replaced with W’ if W and W’
satisfy the sibling, parent-child, and grandparent-grandchild criteria. Therefore, depending
on the structure of the hypernyms and hyponyms and other characteristics of Wordnet, we
may construct fuzzy data by changing words in previous phrases according to predetermined
criteria.

2.2. Data augmentation process

Based on the characteristics and properties of Wordnet for semantic constraints to verify
semantic correctness in a sentence, we integrate it with the Vietnamese Wordnet dataset
from the VLSP (association for Vietnamese language and speech processing) community.
This dataset comprises 10,000 core vocabulary units, each containing information such as
English translations, synonyms, antonyms in Vietnamese, and hypernym-hyponym structure
[11]. The data augmentation algorithm is described in pseudocode as follows.
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From there, we have the process of constructing new data through the following steps.

Algorithm: Data-augment-VSL
Input: Sentences S
Output: Set of sentences S’ are generated based on S
1: Split W word € S
2: X  W.hypernyms()
3:Fori=1,ndo
Xi < X.hyponyms()
Add X; to set T
4: While !4 X; . hyponyms:
Y: < Xi.hyponyms()
Add Y to set T
5: Replace replace each element in 7', create new data S’
6: Return Set of sentences S

We proceed to construct new data based on a set of initially built data. Our data is
evaluated by a community of individuals who are deaf and language experts in the field.
Subsequently, we enrich the data using the proposed method.

Figure 5 illustrates the process of generating new data from an original sentence S. The
sentence “toi dn tao” (I eat an apple) is syntactically parsed, and the noun “tdo” (apple) is
extracted from the sentence. Applying the algorithm, a set 7" is obtained, which consists of
words that can be used as replacements to generate a new set of sentences, S’. This set 7'
includes 92 words (excluding the root word), resulting in the generation of 92 new sentences.

Original sentence S: The set T is replacement words: Generate new sentences S'
Lé (pear) ‘ l Toi an lé. (1 eat pear) ‘

{f‘-’l;o;:tna':;'l.e"} Nho (grape) ‘ ‘ Téi an nho. (1 eat grape) ‘
. Cam (orange). ‘ ‘ T6i an cam. (| eat orange). ‘
Parsing
4 | Dau (strawberry). ‘ l Toi an dau. (l eat strawberry).

( (S (NP (P t6i)) (VP (V 3n) (NP (N tao))) (. .))
"((S(NP (P 1)) (VP (V eat) (NP (N apple))) (. | ‘ ‘

|

|

|
Buéi (pomelo) ‘ l T6i &n budi. (I eat pomelo) ‘J

Chudi (banana) ‘ ‘ T6i &n chudi. (| eat banana)
J\
| |
Total number of words in T: 92 Total number of sentences §’: 92

Figure 5: Example of generating new data from an original sentence

After experimenting with a set of data, it was observed that verb types, when using the
method of searching for words with shared hypernyms based on sibling, parent-child, and
grandparent-grandchild criteria, did not meet semantic requirements. Therefore, only pro-
nouns, nouns, and adjectives were considered. Table 3 presents some sets 7" and summarizes
the number of enriched sentences generated by the proposed algorithm (where 7" represents
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the set of words with shared hypernyms based on the applied criteria for each word type, WS
represents the number of original data sentences containing a word from the word type being
considered, and W’S represents the number of enriched sentences from all original sentences
containing a word from the word type being considered).

In the initial dataset of 10,000 sentences, due to the chosen domain of communication,
pronouns constitute a significant portion of the vocabulary. Additionally, the categoriza-
tion of nouns and adjectives is derived from their hypernym groups. This ensures that the
replacement of words to generate new sentences maintains semantic similarity.

The similarity of the dataset before and after augmentation can be evaluated based on
the language model’s perplexity for each type. Perplexity is a measure used in probability
and statistics to assess the effectiveness of a language model. In an n-gram language model,
perplexity measures the model’s ability to predict a new text segment based on the proba-
bility of n-grams in the model. Perplexity in an n-gram language model is calculated using
the following formula

1
P(wy,wa,...,wy)

Perplexity(W) = ’\/

where, N is the order of the n-gram model; P(wq,ws,...,wy) is the probability of the test
text segment in the n-gram language model; /7 denotes taking the Nth root, where N is
the number of words in the test text segment. This formula helps normalize perplexity to
make it independent of the size of the text segment.

The smaller the perplexity, the better the model performs, indicating its ability to predict
new word sequences. In n-gram language models, perplexity is often used to compare different
models and evaluate their effectiveness in language prediction [¢]. The lowest perplexity
reported was in 1992 on the Brown Corpus dataset (1 million words of American English
across various topics and genres), with an actual value of approximately 247, corresponding
to a cross-entropy of log,(247) = 7.95 bits per word or 1.75 bits per character using a 3-gram
model. Lower perplexity levels can often be achieved with more specialized datasets as they
are easier to predict. The perplexity score of a dataset depends on various factors such as
the size of the dataset, the complexity of the language structure, the vocabulary richness,
and so on. In many cases, perplexity tends to increase with the size of the dataset, especially
when the dataset size significantly grows. However, this increase does not always occur and
can be limited by the complexity of the language structure or vocabulary richness. Table 4
presents the perplexity scores for the constructed datasets using a 3-gram language model,
comparing them with some commonly used datasets.

Table 3: Perplexity scores of the datascts

Dataset Average perplexity score
WikiText-103 109-113
Penn Treebank 110-120
Common Craml 600-800
Vie-VSL10k 300-420
Vie-VSL10k 450-250

Thus, we can observe that despite the dataset is more than six times larger than the origi-
nal one, the perplexity score is only slightly higher, by no more than 1.5 times. This indicates
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that the language model with a 3-gram approach performs well in terms of data efficiency.
Additionally, the high similarity between the original and newly generated sentences, which
preserves the syntactic structure, further supports this notion. In terms of semantics, the
similarity is ensured by the hyponym relationship among words, as defined by the applied
standards.

Table 4: Results of the data augmentation algorithm from Vie-VSL10K

Lexical category | Group Example T WS | W'S

Plant 1 (fruits) Budi, cam, nho, tao,. 92 | 35| 3220
(Pomelo, orange, grape, apple, etc.)

Hoa ctic, hoa hong, hoa ly,. ..

(Chrysanthemmum, rose, lily, etc.)

Cay, hoa, co, 1a, rau,. ..

(Tree, flower, grass, leaf, vegetable, etc.)

Béinh, keo, bia, thit, rau. ..

(Cake, candy, beer, meat, vegetable, etc.)

chd, chéd con, chd xu, ga, méo,. ..

(Dog, puppy, poodle, chicken, cat, etc.)

Bio, ho, hitou,..

(Tiger, lion, giraffe, etc.)

Ban, ghe, ti,..

(Table, chair, cabinet, etc.)

Bua, kéo, may,..

(Hammer, scissors, machine, etc.)

Xe mdy, 0 0, xe chd hang, ..

(Motoreycle, car, truck, etc.)

Ning, mta, gio,..

(Sun, rain, wind, etc.)

Gido vien, cong nhan,. ..

(Teacher, worker, etc.)

Chin, tay, toc, ma, moi,. ..

(Leg, arm, hair, cheek, lips, etc.)

Tam gidc, hinh tron, hinh vuong,. ..

(Triangle, circle, square, etc.)

b6, xanh, vang, tim,. ..

Plant 2 (flowers) 183 5 915

Plant 3 (general) 438 10 | 2628

Noun Food 471 3 1413

Animal 1 (pets) 25 5 125

Animal 2 (others) 708 3| 2124

Object 1 (household items) 257 11 | 2827

Object 2 (tools) 1564 4 | 5056

Object 3 (vehicles) 78 7 546

Weather 63 315

o

Occupation 21 ] 168

Body parts 231 4 924

Geometric shapes 134 3 402

Col 2 J6 442
olor (Red, green, yellow, purple, etc.) 1 ’
Adjective Material propert Nang, nhe, Citng, men,.... 45 2 90
Jeekive TRAL property (Heavy, light, hard, soft, ete.) ?
. lai, ngin,. ..
Size To, rong, dai, ngan, 15 1 60
(Big, wide, long, short, etc.)
Emotions vui, buon, lo lang, . 279 | 7| 1953
(Happy, sad, worried, etc.)
. ai hitde, cye cin, dé thaong. ..
Personality hai hutde, eye cin, dé thiong 93 4 92

(Funny, grumpy, adorable, etc.)
Tai, ho, chiing ta, ..
(I, they, we, etc.)

Pronoun 12 | 3424 | 41088

Total: | 64378

3. STATE-OF-THE-ART MACHINE TRANSLATION MODELS FOR VSL

3.1. Sequence to sequence model

The “sequence to sequence” (Seq2Seq) model is one of the successful models in the field of
natural language processing [12]. This model offers several advantages, including its applica-
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bility to various tasks, especially in addressing natural language processing problems such as
machine translation, text summarization, question answering, and many other applications.
It possesses the capability to learn transformations from training data: Seq2Seq enables the
learning of converting one type of data into another type. It is easily scalable, allowing the
handling of input and output data of different sizes. Seq2Seq exhibits high accuracy, generat-
ing precise and natural outputs, particularly in machine translation and text summarization
tasks. Furthermore, it can be combined with other models, such as the attention model, to
enhance performance and accuracy. Therefore, for the translation of Vietnamese sentences
into grammatically correct VSL sentences, utilizing the Seq2Seq model in combination with
attention is a feasible approach. The Seq2Seq model consists of two main components: the
encoder and the decoder. In the encoder, the input sentence, which is in Vietnamese, is
transformed into a semantic vector using an LSTM model to encode information from each
word in the sentence. In the decoder, the semantic vector is fed into the model to decode and
generate the corresponding VSL output sentence using another LSTM model. The encoder
and decoder components of the Seq2Seq model are illustrated in Figure 6.

1 2
Wyrst Wyrsp W{;Tf, L
Attention
Vector

Context

Vector
Attention _-*~
weights (0.5}

PR

SESSNT
A

F%
IS

e ]

1 2, n 1 2
Wyie  Wiie  Wrie Wyst  Wyrgp w{}}‘. L

Figure 6: The encoder-decoder architecture of the Seq2Seq model in the Vietnamese-VSL translation
task.

At each time step, the output of the decoder is combined with the weighted sum over
the encoded input to predict the next word in the sentence. The decoder utilizes selective
attention over parts of the input sequence. Attention takes a sequence of vectors as input
and returns an attention vector. To train the Seq2Seq model, we need to use the input and
output data in the form of parallel sentence pairs. In this case, with 60,000 sentence pairs,
we used a simple yet effective Seq2Seq model with the following basic parameters:

e Batch size: 128;
e Number of epochs: 10;
e Learning rate: 0.001-0.01;
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e Model architecture: LSTM with 3 hidden layers with a dimension of 256;

e Training time: 4.5 hours with a training speed on CPU of approximately 30-40 sam-
ples/second;
e GPU: NVIDIA Tesla T4.

3.2. Transformer model

The transformer is a recent and well-known model in the natural language processing
community that has made significant breakthroughs in machine translation tasks since its
introduction in 2017 [13]. With the ability to leverage the parallel computing power of GPUs
to accelerate training speed for language models and overcome the issue of handling long
sentences, the transformer model is considered suitable for the automatic VSL translation
task. The initial steps in applying this model to the task include data encoding and decoding,
applying the translation model, and evaluating the effectiveness of the translations.

A. Encoding and Decoding

First, the data needs to be transformed into a numerical representation. Typically, the
text is converted into an encoded sequence, which is used as input to create an embedding.
The training data consists of two tokenized forms of text, one for regular Vietnamese and one
for VSL. Both employ similar methods. The encoding process converts a series of sentences
into tokens. The decoding process converts these tokens back into human-readable text.

e Setting up the input pipeline: To construct a suitable input pipeline for training, some
transformations need to be applied to the dataset. The following function will be used to
encode batches of raw text.

def tokenize_pairs(vsl, vi):
vi = tokenizers.pt.tokenize(vi)
# Convert from ragged to dense, padding with zeros.
vsl = vsl.to_tensor()
vi = tokenizers.vi.tokenize(vi)
# Convert from ragged to dense, padding with =zeros.
vi = vi.to_tensor()
return vsl, vi

Positional Encoding: Attention layers treat the input as a set of unordered vectors. This
model does not contain any recurrent layers. Therefore, a “positional encoding” is added to
provide the model with information about the relative positions of tokens within a sentence.
The positional encoding vector is added to the embedding vector. The embedding vector
represents a token in a d-dimensional space, where tokens with similar meanings are closer
to each other. However, the embedding does not encode the relative positions of tokens within
a sentence. Hence, after adding positional encoding, the tokens will be closer based on both
their semantic similarity and their positions within the sentence, in the d-dimensional space.
The formula for calculating the positional encoding is as follows

PE (5 9:) = sin(pos /1000%/dmodet)
PEos2it1) = cos(pos /10002 dmodet)

e Look-ahead mask is used to hide future tokens in a sequence. In other words, the mask

indicates which entries should not be used. This means that to predict the third token, only
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the first and second tokens will be used. Similarly, to predict the fourth token, only the first,
second, and third tokens will be used, and so on.

e The attention function used by the Transformer has three inputs: @) (query), K (key),
and V (value). The equation used for computation is as follows

Attention(Q, K,V) = softma:ck(%)v.

During the softmax normalization process applied to K, its values determine the level of
importance for (). The output represents the weighted sum of attention weights and the V
(value) vector. This ensures that tokens of interest are preserved while irrelevant tokens are
discarded.
B. Initializing the transformer model

The transformer consists of an encoder, a decoder, and a final linear layer. The output
of the decoder serves as the input to the linear layer, and its output is returned.

e Setting hyperparameters.

e Optimization algorithm: Using the Adam optimization algorithm with customized
learning rate scheduling (Adam is an extension of stochastic gradient descent that has been
widely adopted for deep learning applications in computer vision and natural language pro-
cessing) [15].

e Training and testing

Transformer = Transformer (
num_layers=num_layers,
d_model=d_model,
num_heads=num_heads,
dff=dff,
input_vocab_size=tokenizers.pt.get_vocab_size().numpy(),
target_vocab_size=tokenizers.en.get_vocab_size() .numpy(),
pe_input=1000,
pe_target=1000,
rate=dropout_rate)

Next, create a checkpoint path and a checkpoint manager to save checkpoints after every
n epochs. The regular Vietnamese sentence is used as the input language, and VSL is the
target language.

e The following steps are used for inference:

- Encode the input sentence using the Vietnamese tokenizer (tokenizers.vie). This serves
as the input to the encoder.

- Initialize the input to the decoder as a token (Start).

- Compute the padding masks and look-ahead masks.

- The decoder then makes predictions by looking at the output of the encoder and its
own output (self-attention).

- Concatenate the predicted tokens with the input to the decoder and pass it through
the decoder. In this approach, the decoder predicts the next token based on the previously
predicted tokens.

¢ Display attention: The translator class returns a dictionary mapping that can be used
to visualize the inner workings of the model.
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Figure 7: Attention map

Training time and environment:

- Training time: Approximately 8 hours with 30 epochs.

- Training environment: Configured with a Tesla T4 GPU and 16GB RAM.
- Batch size: 64.

- Number of layers in the model: 6.

- Number of heads in multi-head attention: 8.

- Embedding size: 512.

- Dimensionality of the Encoder and Decoder: 512.

4. EVALUATION OF RESULTS

With the parameters applied to the transformer translation model presented above, it is
considered quite good and suitable for handling translation data with around 60,000 bilingual
sentence pairs. The training time of 8 hours with 30 epochs is notably reasonable. The
training environment on a Google Colab virtual machine with a Tesla T4 GPU and 16GB
RAM is powerful and suitable for model training. A batch size of 64 is a suitable choice given
the amount of data and other model parameters. The number of layers in the model of 6 and
the number of heads in the multi-head attention of 8 are also appropriate and noteworthy
parameters. The embedding size of 512 and the dimensionality of the encoder and decoder of
512 are common and suitable choices to achieve good results for the Transformer translation
model. The Seq2seq model with the given parameters, including batch size ranging from 64
to 128, the number of epochs from 30 to 50, and learning rate from 0.001 to 0.01, along
with the LSTM architecture consisting of 3 hidden layers with a hidden dimension of 256,
has achieved good performance in the Vietnamese-VSL machine translation task. Due to
the relatively low complexity of the input data and the high similarity between the two
languages, the training time is better compared to other language pairs. Furthermore, to
evaluate the experimental performance, we rely on the BLEU score is used to assess the
data enrichment on a new dataset compared to the original dataset using various machine
translation models. BLEU is a method for evaluating the quality of automatically generated
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machine translations, originally proposed by IBM and widely used as a primary evaluation
metric in machine translation research [11].

Table 5: Comparison of BLEU scores on models training with the original data and augmented data

No | Translation model | Original data | Augmented data
1 | Rule-based translation 68.02 68.02
2 | Seq2Seq 58.5 81.44
3 | Transformer 65.2 89.23

Note: BLEU scores range from 0 to 100, with higher scores indicating better transla-
tion quality. The augmented data shows improved BLEU scores across all models, indicating
better translation performance compared to the original data. Through the experimentatal
process with the mentioned models, we can observe that with a training dataset of 10,000
sentence pairs, rule-based translation yields higher BLEU scores compared to statistical mod-
els. However, as the dataset size increases, the performance of statistical models gradually
improves. Among the statistical models used in our research, the Transformer model consis-
tently provides better results. However, it is worth noting that the BLEU score is appropriate
for evaluation, but may not hold significant value when it comes to sign language transla-
tion or other specific language translation tasks. For example, the German sign language
translation achieves an 82.87 BLEU score |25], and the Thai sign language translation |22],
indicates the need for domain-specific evaluation metrics in such cases.

5. CONCLUSION

In this paper, we have addressed the challenges of the Vietnamese sign language trans-
lation problem. We proposed a simple and effective method for data augmentation based
on Wordnet. The results showed that the augmented data increased sixfold while the per-
plexity score only increased by up to 1.5 times. This indicates that the language model with
a 3-gram approach performs well in capturing semantic similarity. With the available data,
we applied modern translation models such as Seq2Seq with attention and the transformer
model to experiment with this data. The best achieved BLEU score is 89.23, which is for
the transformer model using 60,000 bilingual sentence pairs for training data, outperforming
other baseline methods. We observed that the transformer model with a pretrained model
can be used effectively even with a small amount of training data, allowing us to apply
various techniques designed for the transformer. The higher BLEU score compared to other
language translation models is due to the unique characteristics of sign language translation.
However, this score is not surprisingly high compared to other sign language translation
tasks.
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